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ABSTRACT 

Agriculture is a non-technical sector where in technology can be incorporated for the 

betterment. Soil analysis is a method to analyse the available plant nutrients in the soil. Soil 

provides major nutrients to the plants. To create a prediction engine for most appropriate crop 

for a particular soil. It also determines the type of soil and its fertility. This work predicts the 

suitable crop and the fertility of a particular soil by analyzing the major and micro nutrients 

present in the soil. There are mainly three soil parameters that come into consideration when 

we have to predict the quality of the soil. This method suggests the soil fertility and suitable 

crop for a soil using Machine Learning Techniques.Our result gives the compatible crop for a 

particular soil sample by considering important soil parameters and by applying appropriate 

Machine Learning algorithm. Suitable crop for a particular sample is predicted on the basis of 

NPK factor, type of soil according to the pH level and soil fertility on the basis of major and 

micro nutrients with the maximum accuracy. 
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1 INTRODUCTION 

Agriculture is a non-technical sector where 

in technology can be used for the efficient 

management of soil. There is quick 

implementation and easy in adoption in the 

agricultural technology. Usually farmers 

used traditional method known as crop 

mutation after every subsequent crop yield 

[1]. In many countries, this traditional 

method is implemented where the change 

in crop is done after a loss in yield for 

cultivating the same crop continuously. 

This method helps the soil to regain the 

nutrients that were consumed by the crop 

previously and use the remaining nutrients 

for cultivating the new crop. Soil fertility 

is also maintained by this process. Farmer 

has to face a loss in yield when they come 

to know about condition of soil which is 

unfit to yield the particular crop [2]. About 

one financial year is important for a farmer 

to accept the loss in yield. Solution to the 

above stated problem is suggested using 

Machine Learning Techniques. There are 

mainly three soil parameters that becomes 

necessary in the prediction of soil fertility 

and suitable crop for a soil sample. 

 Chemical Parameters 



 Physical Parameters 

 Biological Parameters 

Table 1 Soil Parameters 

Parameters Chemical Description 

Physical Electrical 

Conductivity 

Ions present in the 

soil sample are 

measured by the 

EC of soil. 

Conductivity of 

the soil increases 

when there is a 

movement of ions. 

 Texture Land consists of 

varieties of soil 

such as Clayey, 

Sandy, Layered, 

Semi-Layered etc. 

 pH It is a scale used to 

specify the acidic 

or basic character 

of an aqueous 

solution. 

Chemical Sulphur It helps in the 

production of 

chlorophyll that is 

required for the 

photosynthesis. 

 Phosphorous It promotes the 

root growth of 

plants and make 

them to withstand 

low temperature. 

 Potassium It is a 

macronutrient 

present in the soil 

matter. 

 Organic 

Carbon 

It has an important 

role in the 

physical, chemical 

and biological 

function of 

agricultural soils. 

 

 Ferrous Soil also consists 

of major iron 

content. Iron rich 

soil is acidic in 

nature.  

 

 Zinc It helps the plants 

to produce 

chlorophyll. 

 Boron The reproductive 

and vegetative 

growth of plants is 

affected by the 

deficiency of 

boron. 

Biological Micro-

organism 

biomass of C 

and N 

Microbes 

decompose soil 

organic matter 

releasing carbon 

dioxide and plant 

available nutrients. 

 Natural 

Manure 

Manure like 

vegetable waste 

and the animal 

excreta that 

saturates the 

organic matter in 

soil for plant 

growth. 

 

A soil sample contains different types of 

elements that shows different behaviour 

with different crops. This table shows 

those components that are present in a 

sample.  

There are the demerits of the above 

traditional method: 

 Scope for redundancy 

 Time lag 

 Requires more human force 

 Needs more labs 



Soil Testing and analysis gives the 

accurate composition of the soil and the 

respective compatible crop. It directly 

benefits a large number of the user 

(farmers or people associated with 

agriculture and farms). Machine Learning 

is always important for large dataset. 

Machine Learning Techniques make the 

processing flexible and automated using 

algorithms [3]. This project helpful to 

predict the fertility of soil by using some 

machine learning algorithms like Decision 

Tree Classifier, KNN Classifier and 

Random Forest Algorithm. The 

classification of soil according to the 

fertility also can be made easy by 

analysing the major and micro nutrients of 

the soil [4]. It takes less time to predict the 

fertility of soil than the traditional system 

as the machines worked faster and more 

efficient than the manual system. We can 

also note the fertility and the type of the 

soil very easily and efficiently and within 

less time. Our aim is to come up with an 

automatic soil testing system which not 

only will analyse the soil samples but also 

provide acceptable crop information at free 

of cost and by consuming less time. This 

crop prediction is finished by not just 

considering the fertility of the soil but also 

by the type of a soil sample [5]. 

Using machine learning ideas, the handling 

of multi-dimensional and heterogeneous 

information in dynamic settings can be 

performed. 

 

 Easily identifies trend and patterns 

 Fast processing and prediction in 

real time 

 Tasks are implemented 

automatically easily 

 Makes better decision 

 

The contribution of this paper is 

constructed as follows: 

Section 2 elaborates literature survey for 

research. Section 3 depicts the 

methodology and section 4 discusses the 

result of the proposed model and section 5 

concludes the research paper by 

summarizing our work. 

 

2 Related Work 
  
This step involves breaking down the 

system into separate components to assess 

the situation, analysing the project's goals, 

breaking down what needs to be 

established, and attempting to engage 

clients to identify particular requirements 

[6]. 

Based on the nutrient present in the soil, 

the soil fertility would be predicted [7]. 
For crop analysis, we need to monitor 

various physical parameters such as 

Texture of soil, pH level or Electrical 

Conductivity etc. 

Overall analysis of soil is being carried out 

in the project based on the respective 

parameters. Crop selection method has 

been developed for season wise crop 

prediction [8]. Therefore, based on Kharif 

(crops which are sown at the beginning of 

the rainy season, e.g., between April and 

May.), Rabi (crops that are sown at the end 

of monsoon or at the beginning of winter 

season, e.g., between September and 

October. These crops are known as 

monsoon crops.) and Zaid (short season 

between Kharif and Rabi season in the 

months of March to July) the seasonal 

crops will be predicted [9]. For prediction, 

they have compared and analysed different 

algorithms. One of the main factors that 

affect crop growth is texture of the soil. 

 

Future vision & Scope 

In the future we are expecting to work with 

the real time data/primary data. Currently 

we operate our research on secondary data 

due to some limitations and lack of 

resources. We are planning to deploy our 

algorithm to the cloud so that any device 

without prior training and testing of the 

data can use it. We can introduce new 

machine learning algorithms and tactics to 

improve the accuracy of the testing Dataset 



As currently we have a stable maximum 

accuracy. We can wide spread our model 

suitable to various climatic conditions and 

zones so that it does not stick to a 

particular zone. We have planned to 

provide a hard copy of report or the hard 

copy of compatible crop to the farmers and 

to the users. This saves their time and 

money too. 

 

3 Methodology 

 
Sample of soil from SHC has been taken 

from secondary source to train the model. 

After, we removed the unwanted attributes 

that don’t contribute in the training model. 

Pre-process the data by adding new 

attributes to help in further processing. 

“Soil type” is added on the basis of pH 

value of the soil. “Soil fertility” is added 

on the basis of B, C ,N content. Afterward, 

we divided the data into 80-20 rule for 

training and testing of the data. In the next 

step we have used three ML models: 

Decision Tree Classifier, Random Forest, 

KNN to compare their respective accuracy. 

The model with better accuracy than other 

two’s has been accepted for training. 

Fig 3.1 shows the step by step  flow chart 

of methodology accepted by our model.     

 

  

Figure 3.1: Flowchart of the Methodology 

 



 
Figure 3.2: Input Data Column 

 

 
Figure 3.3: Data after Processing 

 

 

Figure 3.4: Data ML Model 

4 Results: 

Gather the data recorded in Krishi Vigyan 

Kendra for the soil health report of the 

area[10]. Check the attributes suitable for 

the processing of the soil testing. On the 

basis of selected attributes removes 

unwanted attributes and add some 

attributes like (Soil type, soil fertility) to 

the existing data. Remove the outliers 

using box plot method. Divide the data 

into 80-20 to train and test the ML model 

respectively.  

Starting with the KNN model, train our 

dataset on this model and we get the 

accuracy of the model. We have accuracy 

of 64.08% (where n=6).  For a better 

accuracy we train our model under 

Decision tree classifier model, and get the 

accuracy of 84.21%. To get a better 

accuracy of the model we train the model 

with Random Forest algorithm and get the 

accuracy of 93.6%.  

The accuracy of the model signifies that 

for a set of well define attributes our model 

can predict a crop that fits 93.6% to the 

fertility of the soil. 

4.1 Decision Tree Classifier: 

Decision Tree is a type of supervised 

learning used for classification and 

regression problems. It aims to build a 

model that predicts the value of a target 

variable by learning simple decision rules 

inferred from data nodes.  

 

Figure 1: Working of Decision Tree 

Classifier 

4.2 KNN CLASSIFIER 

KNN stands for K-Nearest Neighbours and 

it is based on Supervised Learning 

technique. It is one of the simplest 

algorithms of Machine Learning. It works 

on the similarity measure between the 



input data and the available data and put 

the new data into the category which is 

similar to the available category. This 

algorithm is mostly used for the 

Classification problems but either be used 

for Regression or for Classification. 

 

Figure 2: Working of KNN Classifier 

4.3 RANDOM FOREST 

Random Forest is a popular machine 

learning algorithm that belongs to the 

supervised learning technique. Both 

Classification and Regression problems 

can be solved by Random Forest. It is a 

process of combining multiple classifiers 

to solve a common problem and to 

improve the performance of the model 

which is the concept of ensemble learning.  

 

Figure 3: Working of Random Forest 

Different algorithms are to be compared. 

Different algorithms gave distinct results 

on the same dataset. The algorithm 

considered were KNN Classifier, Decision 

Tree, K nearest neighbour and Random 

Forest and among all four algorithms, the 

accuracy rate for Random Forest was high. 

Accuracy for each algorithm is shown in 

Table 2 below. 

Table 2 Accuracy of different algorithms 

Algorithms Accuracy 

K-Nearest Neighbour 62.46% 

KNN Classifier 64.08% 

Decision Tree  84.21% 

Random Forest 93.6% 

 

We compared our data model accuracy 

with the pre-published Research paper on 

soil testing and prediction [11]. 

Table 3 Comparison between Methods 

Algorithms Published  

Method 

Our model 

Method 

Decision Tree 

Classifier 

61.5% 84.21% 

Random 

Forest 

72.74% 93.6% 

Graph is plotted by using the above result. 

Figure 4: Working of Graph Comparison 



Figure 5: Graph Comparison 

This figure shows the accuracy 

comparison of our model that is named as 

new_readings and we compared those 

values by another research paper named as 

old_readings in our paper that is already 

published .  

5 Conclusion 

In this project analysis of soil based on 

major and minor nutrients present in the 

soil has been proposed using Machine 

Learning Techniques. The project has high 

efficiency and accuracy in fetching the real 

time dataset of soil components. The 

project will assist the farmers in increasing 

the agriculture yield and take efficient care 

of crop production as the stick will always 

provide helping hand to farmers for getting 

accurate live feed of soil fertility and the 

type of the soil upto93.6% accurate results.  

The project proposes a wise agricultural 

model in integration with Machine 

Learning. Machine Learning have always 

mattered in agriculture domain. It is really 

challenging task because of highly 

localized nature of agriculture information 

specifically distinct conditions. We have 

used number of algorithms such as 

Decision Tree Classifier, KNN Classifier 

and Random Forest. After testing each 

algorithms we get accurate result with 

93.6% by Random Forest. The complete 

real-time and historical environment 

information is expected to help for 

betterment. 
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