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Abstract  

As part of a research and development program aimed at providing a decision support system for cyber 

risk management, we conducted an in-depth analysis of the research, innovation and collaboration 

environment for decision support technologies and mathematical decision support systems for 

cybersecurity. We analysed 5,841 documents from three different databases and derived 79 significant 

documents, each presenting a single decision support system for cybersecurity. We conducted a 

bibliometric and semantic analysis of all documents to identify the dynamics of collaboration, research 

trends, and other structural elements, and we analysed these 79 models under 16 risk management 

evaluation criteria to assess their relevance. This work now allows for a better understanding of the 

dynamics underlying cyber risk modelling research, an analysis of the models used by academic and 

private research, a classification of these models regarding these same evaluation criteria, and a 

taxonomy of decision support systems for cybersecurity.  

Keywords: Cybersecurity, decision support systems, risk, bibliometrics. 

1 Introduction 

The cyber threat landscape is vast and changing at rapid pace (Bortzmeyer, 2019). The risk associated 

with cyber criminals and cybersecurity issued is increasingly present. The motivations of today's 

attackers are primarily monetary as attacks against private organisations, institutions or financial 

channels represent a direct pecuniary gain for these attackers. It is no secret that there are black markets 

and illegal piracy forums (Ball, 2019). However, as hacking and the use of computers has become more 

common place, even low-skilled hackers can become part of the cyber-attack ecosystem by purchasing 

access to corporate infrastructures (Akintaro, 2019). If yet most of the organizations manage risks and 

incidents better year after year, specifically by increasing their capacity at restoring data after an attack, 

most of these organizations are unable to use their budget and resources effectively to stop the incidents 

(Arpagian, 2017). Cybersecurity practices in organisations of all sizes are very uneven today. Some 

processes are very mature and rigorously controlled, often enforced by legal constraints, others are much 

less so, often due to lack of time and staff.  

As researchers, auditors, the larger the organisation, the more difficult it will be to assess the 

performance of security practices, given this heterogeneity.  However, while the available data continues 

to grow and data processing technologies promise to make brilliant analyses possible, the scientific 

community dealing with cyber risk management does not seem to be able to agree on one best decision 

support system (DSS) over another and the sheer volume of publications on the subject makes the task 
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of analysis and system architecture very difficult. According to Hatleback (2018), this is because cyber 

risk management is still in the proto-science stage today. This paper aims at contributing to literature by 

providing a clear benchmark of cyber DSS and a classification, in a form of a taxonomy. Academic 

literature now has a significant impact on the direction that companies take in terms of security, and we 

aim to provide an innovative decision support system for cyber risk management for those same 

companies. To propose a mathematical model and an adapted management methodology, we studied 

the existing literature and analysed individually a selection of models according to 16 evaluation criteria 

(Merad and Trump, 2020). The aim of this research is threefold. We seek a clear understanding of 

different existing scientific proposals for decision support in cyber risk management, to identify the 

underlying dynamics of the scientific production environment, such as collaborations, affiliations, or 

research trends, and we seek to individually assess a representative sample of decision support models 

against specific criteria, to identify the shortcomings and limitations that our scientific proposal should 

address. We have also identified certain gaps in the academic literature, notably the absence of a 

taxonomy of decision support systems for cybersecurity. This article therefore proposes one and aims at 

contributing to information systems academic literature. 

This paper is limited to the observation of the research environment for cyber risk decision support. We 

will not address the reasons of the dynamics observed in the research environment, as this will be the 

subject of a further part of our research and development program, accompanied by several field 

experiences analysis. Also, we will only use academic research as material, as the industry standards 

and whitepapers will be used in another research aiming at identification of industrial contribution. For 

researchers wishing to implement one such DSS in an organisation, the material provided in this paper 

aims to be enough to select the right model depending on 16 criterions of your situation. In this article, 

we will first present our research and document database sorting methodology, then we will give the 

key findings of our analysis of environmental dynamics, then we will provide our taxonomy and the 

results of our evaluation of the sample of decision support models. Finally, we will conclude with the 

main elements and our future work.  

2 Research Design 

In this section, we define the elements that constrained our search strategy. Then we present the 

methodology used to sort the research documents. Finally, we will come back to the possible biases and 

limits of this method.  

2.1 Search Strategy 

Scopus1, Web of Science2, and OpenKnowledge Maps3 are popular platforms for building literature 

reviews due to their extensive coverage of scholarly publications, comprehensive search capabilities, 

and advanced analytical tools. Scopus is one of the largest abstract and citation databases, covering over 

76 million records from over 24,000 journals, conference proceedings, and books. It provides a 

comprehensive search function that allows users to find relevant articles, conference papers, and book 

chapters related to their research topic. Web of Science is a leading citation database that covers over 

100,000 journals, conference proceedings, and books in various fields, including science, social 

sciences, and humanities. It offers robust search capabilities, allowing users to refine their search results 

based on various criteria, such as publication date, author, and keyword. OpenKnowledge Maps is an 

open-access tool that provides an interactive visualization of research topics and trends. It allows users 

to explore scholarly literature in a graphical format, which can be particularly helpful for identifying 

key areas of research and understanding how different topics are related.  We used multiple queries 

when searching these databases to collect relevant articles for our literature review, such as ((TITLE-

ABS-KEY ("Cybersecurity") OR TITLE-ABS-KEY ("Information-Security") OR  TITLE-ABS-KEY 

 

1https://www.scopus.com/home.uri 

2https://www.webofscience.com/wos/ 

3https://openknowledgemaps.org/ 

https://www.webofscience.com/wos/
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("infosec")) AND TITLE-ABS-KEY ("risk") AND (TITLE-ABS-KEY ("framework")  OR  TITLE-ABS-

KEY ("methodology")) AND (TITLE-ABS-KEY("Model") OR TITLE-ABS-KEY ("Modeli[zs]ation"))) or 

more general ones such as  (TITLE-ABS-KEY (((cyber OR information)  PRE/1 security) AND "risk" 

PRE/3 ( "model"  OR  "management"))). A single query could not capture all the relevant articles in our 

field, so we used multiple ones with different search terms to broaden our search. We also recognized 

that researchers in our field may use different terminology to describe the same concept or topic. A list 

of queries is presented in Fig. 1 (part 1 of the process presented, “initial data gathering”). 

 

2.2 Document funnel procedure 

As cybersecurity is a growing area of research, we quickly found ourselves overwhelmed by too many 

(5,841) documents for the second part of our analysis. Therefore, we had to develop an article exclusion 

funnel to draw from the initial batch a sample of articles to be analysed individually. Once the set of 

documents was collected, we proceeded to extract all the fields present on the platforms (Abstract, Title, 

Keyword, etc.). This enabled to obtain data formats that could be handled by other tools, such as 

VOSViewer, to carry out a bibliographic analysis of the documents including extracting the themes that 

could be grouped together and/or commonly addressed by researchers and analysing the collaborations 

between researchers and/or actors from outside the academic world. Once these groups have been 

identified, we can finally extract the corresponding full articles via the OpenKnowledge map platform, 

targeting the themes observed in the first part of the study. -A diagram of the funnelling procedure is 

shown in Fig. 1 bellow.  

 

2.3 Limitations 

Our objective here is to take advantage of the process presented in order to extract essential information 

from a large number of documents that would otherwise be difficult to process, identify the key actors 

in the academic world on cyber risk management issues, identify the key notions used by the researchers 

in the academic world, use this information to find relevant risk management models and evaluate them 

with regard to the criteria for evaluating a risk management method. We are limited by the content of 

the databases and our results could be oriented by the selection of the keywords in the first stage, and 

the selection of the research themes in the second stage.  
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3 Cluster analysis  

For our cluster analysis, we used VOSViewer to analyse our full length set of documents (as described 

in Fig. 1). VOSViewer provides a variety of visualization options that can help researchers to identify 

patterns, trends, and connections within data.  

3.1 Keyword, Co-authorship, and Affiliation Analysis 

Clustering on keyword (Fig. 2), we observed the appearance of central notion such as: “risk assessment”, 

“risk management” which are directly linked to our queries, but also the appearance of new notions, 

such as “network security”, which is very well represented, without being directly queried. We can 

already identify four main clusters. In blue: the “risk analysis and safety engineering” cluster, in yellow 

the “network security and statistics” cluster, in green the “security management and governance” cluster 

and in red the “privacy” cluster.  

 

 

Figure 1. Diagram of the document funnelling procedure 

 

Figure 2. Keywords, no overlay. 
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By applying a colour overlay representing to the publication date (Fig. 3.a),  central notions such as 

“Cybersecurity” are still widely cited, but we can observe older appearances of the notions of “decision 

support” (2014), “risk modelling” (2015), or “system analysis” (2016), which despite an important 

centrality, are gradually replaced by notions linked to new technologies (e.g., “decentralized”, 

“blockchain”) or to tools gaining in popularity. This indicates that cybersecurity is a science whose 

lexical field is rapidly evolving.  

 

(a) 

 

(b) 

Figure 3. Dynamic keywords (a) and Dynamic Co-authorship clusters (b) 

Similarly, we identified the poles of influence over the last few years by filtering the universities with 

the most publications and collaborations. We identified that despite later publications (2020-2022), 

some universities manage to obtain a high degree of centrality in the network (Fig. 3.b). This indicates 

that cybersecurity research is not, according to this graph, a research field where laboratories have to 

justify a long research history to obtain collaborations and results that solicit interest within the 

community.  We also carried out an analysis of university laboratories’ collaborations with institutional 

actors, and an analysis of country collaborations, which we cross-referenced with the analysis of 

publication affiliations by country. We note a strong predominance of countries who began research in 

cybersecurity earlier (Fig. 4). We also observed large connection affiliations between universities and 

national organisations, such as the NIST (Fig. 5).  

 

Figure 4. Clusters of countries 

 

Figure 5. Affiliations 



 Classification of DSS for Cybersecurity 

The 15th Mediterranean Conference on Information Systems (MCIS) and the 6th Middle East & North Africa Con-

ference on digital Information Systems (MENACIS), Madrid 2023  6 

 

 

3.2 Key findings  

After analysing the groups of notions commonly approached by the academic scientific community, we 

have drawn two major themes of cybersecurity research to focus on when exploring decision support 

systems technologies: (1) network security and (2) resilience. There is a strong connection between 

network security and decision support, with notions such as “machine learning”, “simulations”, “discrete 

events” - which indicates that part of the scientific community approaches the issues of decision support 

and risk assessment from the perspective of network modelling and analysis and attack simulation. On 

the other hand, resilience is at the crossroads of security and reliability with a significant number of co-

occurrences in articles dealing with infrastructure, network security, modelling, simulation, and threats. 

Resilience also calls upon the notions of continuity and mission, which do not appear in the other fields. 

The detailed families of decision support of models have been grouped in a taxonomy presented in 

Figure 6. Countries that funded cybersecurity academic research the earliest are now the ones that have 

the most attraction for collaborations with affiliations. We can notice the leadership of Western 

countries, quickly followed by the People's Republic of China. Universities that are new to the field of 

cybersecurity research still manage to obtain large volumes of citations on recent concepts. Finally, we 

observed a very strong attraction of actors such as the NIST for academic research affiliations with 

universities around the world.  

4 Model Evaluation 

In this section, we present the findings of our analysis of 79 documents and the models they propose 

against 16 performance criteria of a risk management methodology. Details of the documents and their 

classification are available in Appendix B.  

4.1 Background for model analysis 

Using keywords defined through cluster analysis, we have compiled a database of 79 documents dealing 

specifically with related topics and presenting a model for decision support. We sorted the articles based 

on these keywords, whether the authors had a specific risk management model, -number of citations, 

authors’ affiliation, and year of publication. Finally, we analysed each of the proposed models 

individually against 16 performance criteria of a risk management methodology (Merad and Trump, 

2020). For each risk management methodology or risk analysis and management model, we seek to 

answer the following questions4: -Cyclic attributes: Is the suggested model used in a prevention, 

precaution, exoneration, or recovery approach? It can be several of these categories at the same time. - 

Type of Decision: Is the DSS used for operational, tactical, or strategic decision making?  - 

Prerequisites: Are the technical prerequisites for the integration of the suggested model high (lot of 

data collection and preparation, external sources and intelligence needed), intermediate (the data needed 

for the DSS is collectable “on the fly”) or low (no or very few prerequisites, the expert user alone can 

define it). - Contextual Analysis: Does the model suggest a contextual analysis in the initiation of the 

risk management plan? - Risk analysis: Does the model proposes a formal approach of risk analysis, 

involving the identification of risks and threats, an assessment of the criticality of these risks and threats 

and their likelihood, and a ranking of these risks and threats? -Risk Management: Does the risk 

management plan provide for risk control measures based on (i) the possible acceptance of the risk, and 

(ii) the definition of mitigation measures in a formal way?  This analysis is summed up in the table in 

Appendix B. This table can be used by any organisation/researcher in order to identify the best family 

of model for its problem of cybersecurity risk management as defined Appendix A. As one would not 

use the same DSS for asserting cybersecurity risk at operational level (e.g., IDS/IPS, ML methods) and 

to communicate and manage risk at CISO level (strategic risk management). Also, we wanted to analyse 

if they were some caveats in the model proposed regarding the needs of an ideal security management 

program (i.e., satisfying all the criterion): and we found some, as described in part 4.2.  

 

4Background for the choice of these specific criterion is detailed in Annexe A.  



 Classification of DSS for Cybersecurity 

The 15th Mediterranean Conference on Information Systems (MCIS) and the 6th Middle East & North Africa Con-

ference on digital Information Systems (MENACIS), Madrid 2023  7 

 

 

4.2 Key findings of model evaluation 

None of the research articles dealt with risk management in the exoneration phase, excepted for machine 

learning systems that can manage unknown threats. This finding is shared by other reviews of the 

literature on the subject (Ani et al., 2019; Hatleback, 2018). The same applies to the recovery phase, 

which is covered by only 3 articles, or 3.79% of our base, (Creese, 2013; Holm, 2015 Hong, 2014). On 

the other hand, we have identified that for 51.89% of the articles (41) the proposed model is suitable for 

risk management in the precautionary phase, for 78.4% (62) in the prevention phase. Furthermore, 20 

documents propose a risk management model that is adapted to both the precautionary and prevention 

phases. Typical models of the precautionary/preventive double addressing are the detection and 

simulation models proposed by Cohen (1999) or Kuhl (2007), most of the following papers base their 

decision support system design on one of them. Finally, some of the models presented go so far as to 

propose a risk management approach that can be used in the precautionary, prevention, and recovery 

phases, notably by integrating forms of ‘back-testing’ following the feared event based on the model 

used in the previous phases (Hong, 2014).  

Regarding system classes, several families of operational research models appear multiple times for risk 

precaution/prevention decision support. Some researchers only used one type of model for multiple 

projects (e.g. Markov decision processes (MDP), -see Abraham, 2015-a,b,c). MDP appeared as 

mathematical support for multiple systems, including stochastic calculus, dynamic games, network 

graphs, and probabilistic methods. We also observed a strong use of models native to cybersecurity, 

declined from Markov decision processes such as attack trees who are notably used in the precautionary 

and prevention phases (Woodard, 2007; Holm, 2014; Hong, 2014; Lippmann, 2005; Valja, 2015; Yusuf, 

2015, 2016; O’Neil, 2013). We will analyse this class of systems in-depth in future works, oriented 

toward threat modelling. Markov decision processes and attack trees are often based on graphs, which 

are used as representations of computer networks to manage risks by controlling vulnerabilities and 

developing defences, by allowing the development of new firewall rules and new detection rules. In 

these models, the authors generally assume that (1) - the network mapping is known, which can be a 

hindrance to the implementation of the solution, but also that (2) - the critical resources of the network 

are identified.  

Decision Support Systems (DSS) can vary greatly in terms of information granularity, ranging from 

simple segment representations to packet and protocol simulations. To implement some of them, it is 

necessary for the organisation to have at least an inventory and mapping of its Information Technology 

(IT) assets. If one wishes to implement more precise models, e.g., DSS using game theory notions to 

specify the behaviour of the attacker (Ekin, 2019; Wang J.L., 2021), or to consider and define the levels 

of exploitability of the network nodes (Miller et al., 2016), the data requirements must be considerably 

increased. Of all the DSS responding to the analysis needs in the precautionary and prevention phases 

and using methods based on attack trees and graph network modelling, 61.11% (11) are classified as 

having significant data requirements, and 38.8% (7) are classified as having intermediary data 

requirements. Furthermore, regarding the possible categorisation of models according to their 

contribution to the needs of risk identification, risk assessment, and risk prioritisation, DSS based on 

graph structures have in many cases satisfied all the steps of the process, or at least partially, with a 

predominance of the ability of these models to provide solutions for risk assessment and prioritisation. 

One out of two models requires that threats are already identified. Out of the 21 models proposed, 10 

allow for the identification of threats, 16 for their assessment, and 11 for their prioritisation.  

As regards the decision-making that should follow the use of these DSS, we observed that these models 

are primarily designed for tactical decision-making (61%), operational decision-making (38%) and 

sometimes both (9.52%), mainly depending on the level of precision of the input data. Risk tolerance 

assessments are generally absent and risk mitigation measures as well. Of all the models we have 

analysed, only 9 propose risk tolerance measures, or at least mention it, and only 10 propose at least 

implicitly examples of remediation directly in the model. For the models based on the network graph 

representation, no model mentions risk tolerance, and only one (Holm, 2014) directly proposes 

mitigation measures. DSS that take advantage of the mathematical properties of graphs to make them 
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robust analysis systems, which can be good supports for constrained optimisation decision support 

systems. It is possible to produce systems that take uncertainty into account, by producing operating 

likelihood and reachability metrics, with different levels of accuracy possible depending on the data 

available.   

4.3 Classification and limits 

From a macro perspective, our analysis has enabled us to identify a taxonomy of risk management 

decision support models. We have identified eight main families of models, which are presented below. 

Within these eight families, we have identified 26 sub-families of models. The taxonomy thus formed 

allows us to map which type of system meets which need. For each sub-family, the literature allows us 

to identify the strengths and weaknesses of the models belonging to it. It is important to note that several 

decision support systems benefit from mathematical properties of multiple categories within the 

taxonomy (e.g. Attack-Trees and Threat Modelling). However, we identified for each paper the main 

contributing field and associated the model with this field. It is also important to note that several 

categories overlap (e.g. machine-learning / statistics). As including the overlap and multiple sources 

properties would tend to make our taxonomy less readable, we only represented the most representative 

category for each of the model. With this information in hand, it is appropriate to carry out an in-depth 

study of the situation of the organization seeking a decision support model to identify the most suitable 

model. Below is the taxonomy of decision support models that has been developed (Fig. 6).  

 

 

Figure 6. Taxonomy of decision support systems for cybersecurity 

Statistic Based methods are useful in high uncertainty environments. Data in the form of time series, 

such as systems logs offer great potential for statistical analysis. If a value can be attributed to a single 

event (X) and it its distribution is properly identified, numerous probabilistic and stochastic methods 

with various levels of precision can be applied to quantify loss distribution, identify trends, patterns, 

anomalies in data, which is helpful for risk quantification and treatment prioritisation.  When significant 

data is available, multiple events can be combined in risk aggregation methods to analyse events, 

expected value and probabilities of occurrence. Risk aggregation can take place following various 

methods and can help identify systematic correlation, which is helpful in crisis prevention. When little 

data is available, such systems can integrate expert knowledge to make up for missing data (e.g., three-

point estimates, maximum value theory, etc.) However, statistic Based methods rely heavily on data and 

if possible historical data, which may not always be relevant or accurate for current or future scenarios. 

In addition, statistics-based methods do not always provide a clear understanding of the causes and 

consequences of security events, which can be important for developing effective security strategies. 

 

Decision Analysis provides systematic and structured approach to decision-making, which can be 

particularly useful in complex and uncertain cybersecurity environments. Most security architects and 

engineers will not need additional training to use decision analysis methods such as decision trees and 

threat modelling. More advanced, semi quantitative methods, such as Markov Decision Chains (MDP) 

can be used to enhance decision trees. MDP have the advantage of being convertible in other systems 

such as weighted graphs and could be used for stochastic and probabilistic modelling. Also, special 

MDP such as HMM (Hidden Markov Models) can be useful in high uncertainty environment, when only 

partial information is available (e.g. no information on all attackers (hidden states), but information on 
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alerts (observations): one could infer the first from the second using HMM). Finally, Decision Analysis 

Models usually are self-explanatory is enough detail is provided by the designer of the model. Which is 

very helpful in maintaining the knowledge base of the organisation. However, Decision analysis can be 

time-consuming and resource-intensive, and may not always be practical for making tactical or 

operational decisions. It also relies heavily on assumptions and subjective inputs, which can introduce 

biases and uncertainties into the decision-making process.  Additionally, decision analysis may not 

always account for the dynamic nature of cybersecurity threats, which can change rapidly and 

unpredictably. Graph theory provides a powerful tool for modelling and analysing complex systems 

such as computer networks. In more advanced forms, network graphs could be used to represent full 

information systems, including network topologies, users, computers, and data.   

 

Such representation enhances the analysts for advanced breach consequences exploration, using graph 

specific algorithms such as path finding algorithms. They allow for in-depth analysis of the information 

system on a structural perspective: effectiveness of security architecture, optimisation, single points of 

failures, transmission bottlenecks, etc. Just like MDP, network graphs are a great support for statistical 

analysis when they are used to constrain simulations. However, Graph theory requires a high level of 

technical expertise and may not be accessible to all cybersecurity professionals. It relies heavily on 

assumptions and simplifications, which can limit its accuracy and applicability in complex real-world 

scenarios. Graph theory may not always account for the dynamic nature of cybersecurity threats and the 

complex interactions between different network components.  

 

Machine learning provides a very wide range of tools that can be used in multiple stages of the risk 

management cycle. Logistical regressions and similar models can be used for classification of events 

and anomaly detection, very effective when used in software such as intrusion detection systems and 

endpoint detection and response software. Linear regression and similar models can offer prediction 

capabilities for time series events. This is very useful in network analysis and behaviour analysis. The 

learning capability of these algorithms make them efficient for high uncertainty and highly changing 

environment, with the capacity to detect and successfully identify unknown threats. Machine learning 

methods are a subset of statistic-based methods. On the other hand, Machine learning requires a large 

amount of high-quality data to be effective, which may not always be available in cybersecurity 

environments. Additionally, machine learning models can be difficult to interpret, which can make it 

challenging to understand their underlying logic and decision-making processes. 

 

Game theory inspired models with player representing attackers and defenders, and reward/pay-off 

systems representing the motivations of each player can be illustrating and analysing attackers’ 

behaviour and assessing security postures. Games can be zero/non-zero sum, most likely non-

cooperative, and can be static of dynamic. In a dynamic game, the player follows multiple actions 

dynamically. This type of set can be represented using MDP, with the same properties of being a great 

support for stochastic games, where outcomes and « most likely taken » actions can be represented using 

probabilities. Dynamic game sets can be influenced by threat intelligence and historical data. However, 

Game theory relies heavily on assumptions and simplifications, which can limit its accuracy and 

applicability in complex real-world scenarios. It can also be challenging to apply game theory to 

cybersecurity environments, which are often characterized by incomplete information and asymmetric 

power relationships. Game theory may not always account for the dynamic nature of cybersecurity 

threats and the complex interactions between different actors. 

 

Heuristic methods provide a practical and intuitive approach to cybersecurity risk management, which 

can be particularly useful in situations where there is limited data or time available. They involve using 

rules of thumb, experience, and common sense to identify and mitigate risks. Heuristic methods can be 

useful for making tactical and operational decisions, as well as for identifying emerging threats and 

vulnerabilities. However, Heuristic methods may not always be based on sound scientific principles, 
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which can limit their effectiveness and reliability. They can also be vulnerable to cognitive biases and 

subjective judgments, which can introduce errors and uncertainties into the decision-making process. 

Heuristic methods may also be less effective at identifying complex and emerging threats, which may 

require more sophisticated analytical techniques. 

 

Finally, Expected Monetary Value (EMV) methods provide a quantitative approach to cybersecurity 

risk management, which can be useful for assessing the financial impact of security events and making 

decisions based on expected outcomes. They involve calculating the expected value of different decision 

alternatives and assessing their associated risks and rewards. EMV methods can be useful for making 

strategic decisions and for optimizing resource allocation. EMV methods are the most likely way to 

communicate cyber risk to non-technical decision makers. EMV methods may not always account for 

non-financial impacts of security events, such as reputational damage or loss of customer trust. They 

may also be less effective at predicting rare or black swan events, which can have a significant impact 

on an organization's finances.  

5 Conclusions and future works 

Our analysis enabled us to identify the categories of DSS for cybersecurity and particularly cyber risk 

management from which we could draw our inspiration to provide a proposal adapted to our 

organisation. From a more theoretical point of view, this analysis enabled us to map the models 

according to 16 evaluation criteria. DSS leveraging network simulations allowed to measure more 

precisely the criticality of vulnerabilities in the context of an organisation, notably by analysing the 

structural properties of networks and their topologies, or the centrality metrics of assets. These DSS are 

mainly used to produce protection rules and effectively reduce the attack surface of an organisation by 

simulating large numbers of configurations under certain optimisation constraints. However, DSS for 

cyber risk management are almost exclusively offered for tactical and/or operational use. They never 

address the issue of risk tolerance, and they almost never address the response to risk. Thus, the authors 

propose very effective models for evaluating and sometimes prioritising risk responses, but the possible 

responses must be sought by the user elsewhere. As these models are aimed at expert populations 

(tactical and/or operational decision support) this is not a problem in principle, but these models are 

therefore difficult to implement in an immature company. In future work, we will compare this mapping 

of DSS proposed by academia with the evolution of industry standards, the evolution of the legal 

framework related to cybersecurity, and the evolution of the attacker profile, in order to understand what 

other dynamics are driving this work. 
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APPENDIX A 

In the academic field, decision making refers to the process of selecting a course of action from a set of 

alternatives based on certain criteria or objectives. The process typically involves identifying the 

problem or decision to be made, gathering, and analysing information, evaluating alternatives, and 

choosing the best course of action. Decision making is a complex process that involves considering 

multiple factors, such as risk, uncertainty, and trade-offs, and can be influenced by cognitive and 

behavioural biases. In general, the decision support systems are designed to help decision-makers to 

make better decisions by providing them with the necessary data, analysis, and information to decide. 

Decision support refers to the use of technology, tools, and techniques to assist in the decision-making 

process. Decision support systems (DSS) are computer-based systems that provide information and 

support for decision-making activities. DSS can be used to automate parts of the decision-making 

process, such as data collection and analysis, and can also provide visualizations, models, and other 

forms of information to help decision makers understand and evaluate the decision situation. DSS can 

help decision makers to make more informed decisions by providing them with the necessary data, 

analysis, and information to plan. Three levels of decisions are illustrated in organisations. Each type of 

decision has very specific characteristics that allow it to be identified. First, there is the level of scientific 

constraints in the decision-making process. It can be weak, intermediate, or strong. Secondly, there is 

the scope of impact of the decision. It can be local, regional, national, or wider. Finally, there is the 

content of the information. This can be very specific, intermediate, or more general. According to the 

positioning of these three indicators, it is possible to group decisions into three main groups: strategic 

decisions, which have a very broad impact, leave little room for the scientific dimension, and are based 

on global information. Then there are tactical decisions, which have a smaller impact, leave an 

intermediate place to the scientific dimension, and are based on more precise and more restricted 

information than strategic decisions. Finally, there are operational decisions, which are the opposite of 

strategic decisions. This means that they have a very limited impact and are based on very specific and 

precise information, where the scientific dimension is essential. The levels of decision are also discussed 

in complexity theory by Wiig, K. M. (1999).  

 

As for the definition of risk management, we refer to it through the risk management cycle proposed by 

Merad and Trump (2020) The authors propose four distinct risk management phases, which are 

distinguished according to two parameters. Three phases are positioned upstream of the crisis (or feared 

event), and one post-crisis. Firstly, the exemption phase, which is characterised by an unknowable risk, 

no historical event allows us to suspect a hazard (H) greater than 0, and the phenomenological 

uncertainty linked to the event is total. This is followed by the precautionary phase. In the precautionary 

phase, the hazard (H) may still be 0 in the absence of historical events, however phenomenological 

events reduce the uncertainty of the existence of a risk. The risk is suspected but not proven. Then, 

whether the phenomenological elements confirm the certainty of the risk of crisis, historical elements 

https://doi.org/10.48550/arxiv.2106.00471
http://www.krii.com/downloads/comprehensive_km.pdf
http://www.krii.com/downloads/comprehensive_km.pdf
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with an increasing hazard (H) indicate that the risk is proven. We are then in the prevention phase, it is 

now a question of reducing the stakes and the threats, which will be produced by the increasing hazard 

(H). If, however, the feared event occurs, then we switch to the last phase, that of recovery. The 

distinction between the recovery phase and the prevention phase is not only based on the temporality in 

relation to the crisis, or on the two parameters of hazard (H) and phenomenology, but also on the degree 

of information available.  We will look at the latter later. It is important to note that any organisation 

can be in different phases for different risks simultaneously. Behind this relatively simple model lies a 

much greater complexity and subtlety that is more difficult for risk managers to instrument, especially 

cyber risk. For example, it is difficult to say whether a zero-day vulnerability, i.e., one that is unknown 

to the publisher of the targeted software or component, is to be placed in the exemption zone (total 

uncertainty) or in the precautionary zone (phenomenology, we know that this type of event can occur, 

but we have no information on the vulnerability). This means that the model is not sufficient. It is also 

necessary to qualify the information and the uncertainty. 

The decisions taken can be reflected at different levels, and on multiple stage of the risk 

management cycle, and organizations that must make decisions for IT and cyber risk management 

are no exception. For example, consider strategic decisions: for the 'long cycle' of the organisation, i.e., 

its tasks and substantive changes, this type of decision is applicable. Indeed, if we analyse these 

decisions via the angle defined here: the risk is proven (small attacks/attempts take place every day, 

directly or indirectly targeting the organisation), and we must operate so that the feared event of the long 

cycle (i.e., a large-scale cyber-attack seriously damaging the issues defined as those of the information 

system) does not occur. So we are in a situation that carries the attributes of strategic decision-making: 

international, low granularity of information, implementation of large-scale risk management policies. 

A CISO might take the decision to deploy a common master image on all PCs in the organisation to 

facilitate the management of the fleet to keep it safe. In parallel, the organisation (and this refers to our 

observation on the risk management life cycle: the organisation may be in several phases at the same 

time) is also required to make tactical decisions. For example, when the decision to implement large-

scale policies is taken by a team dedicated to cybersecurity (e.g., deployment of a specific security 

solution on a specific type of equipment, but on a large scale), this decision falls within the tactical 

domain. Finally, we could also find the organisation in pure operational decision making. In these 

situations, we observe that the decision making is done by people with a similar level of expertise (e.g., 

within a cyber security team). These decisions are made every day to solve very specific problems on a 

scientific basis. For example, in the qualification of an incident, or in the audit of a specific IT 

configuration.  

Finally, it should be noted that decisions of a certain type are not directly linked to a phase of the risk 

management cycle, although this may seem counter intuitive. For example, when a cybersecurity team 

conducts its daily operations of patching and hardening systems, the organisation is then positioned in 

the precautionary phase of the cycle: the risk of exploitation by a malicious actor is suspected. However, 

daily operations can also take place in the exoneration phase.  This is particularly the case when groups 

of attackers exploit so-called zero-days vulnerabilities. Although the position in the cycle is not specific 

to one type of decision, it seems that some organisations, because of their structure and therefore the 

characterisation of decisions, but also by the level of uncertainty they face, are more likely to be always 

on one side or the other of the cycle. Institutions that use proprietary technologies and/or are particularly 

targeted by highly sophisticated malicious actors are more likely to be in the exemption phase than the 

average company. It would therefore seem that in order to correctly interpret an organisation's position 

in the cycle, and to deduce the appropriate risk management methodology, it is necessary to take into 

account the information shared with its environment, as this makes it possible to discriminate between 

the exemption and precautionary phases, but also the information shared internally and the type of 

decision resulting from it (according to the criteria for discriminating between decisions), as this makes 

it possible, for example, to delimit the prevention phase and the precaution phase. Most decisions that 

are taken in the precautionary and prevention phase are made in an uncertain environment, however, in 

the recovery phase, the information system operators are often in the most advanced knowledge phase, 

if resilience measures have been applied. Therefore, one of the problems of crisis/resilience management 
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is the ability of the organisation to move out of the uncertain environment and rely on known elements. 

For example, during the reconstruction of the IS with the replication times, supplier contracts, etc. This 

provides us with a representation of the uncertain according to two parameters, namely the 

exhaustiveness of the information and its completeness. Thus, it is based on 16 criteria related to the 

notions of risk management as defined by Merad and Trump (2020) that we have carried out our model 

analysis. The 16 criteria used are directly derived from the elements discussed above (e.g., phase of the 

cycle, type of decision) or are derived from them. 
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