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Abstract—The quadratic three-dimensional assignment prob-
lem (Q3AP) is a generalization of the well-known quadratic
assignment problem (QAP). Unlike QAP which has been exten-
sively studied by the combinatorial optimization community,
few works have been devoted to the resolution of the Q3AP
which is proved to be an NP-hard problem. In this paper, a
particle swarm optimization algorithm hybridized with a tabu
search is presented to solve the quadratic three-dimensional
assignment problem.
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1. Introduction

The quadratic three-dimensional assignment problem
(Q3AP) is a generalization of the well-known Quadratic
Assignment Problem (QAP) introduced by Pierskalla [2] in
1967. The Q3AP consists in finding an optimal symbol-
mapping over two vectors so as to minimize an objective
function. An application example of the Q3AP is the Hy-
brid Automatic Repeat reQuest (Hybrid-ARQ) error-control
mechanism used in wireless communication systems to de-
tect altered bits in transmitted packets [20].

Unlike QAP which has been extensively considered in
the litterature, few works have been devoted to Q3AP. The
most important one is that achieved by Peter Hahn et al. [3].
In this work, a sequential branch-and-bound algorithm based
on dual ascent procedure and four local search methods
(simulated annealing, tabu search, fast ant system and iter-
ated local search) have been successfully applied for solving
some Q3AP instances.

Q3AP is a NP-hard problem because it is an extension of
two problems which are themselves NP-hard: the quadratic
assignment problem and the axial 3-assignment problem
(A3AP). Typical symbol-mapping (Q3AP) problems may be
of sizes 8, 16, 32 and 64. Therefore, we can not consider
solving large size instances using exact methods. We also
conjecture that combining metaheuristics that have comple-
mentary features can significantly improve the effectiveness
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of the resolution methods. Our proposal in this paper is an
approximate optimization method that combines a particle
swarm optimization algorithm with a tabu search method.

The remaining of the paper is organized as follows.
In section 2, we define the QAP and Q3AP problems.
Sections 3 and 4 describe, respectively, the particle swarm
optimization (PSO) algorithm and PSO applied to Q3AP. In
the section 5, we present our proposal which is a hybrid
optimization method that combines PSO with tabu search.
Section 6 reports experimental results. Section 7 concludes
the work and gives some perspectives.

2. QAP and Q3AP

The quadratic assignment problem (QAP) is one of the
most challenging and studied problem by the combinatorial
optimization community. It was introduced by Koopmans
and Beckmann [21] in 1957 as a mathematical model for the
economic problem of assigning a set of economical activities
to a set of sites. Many theoretical and real-life problems can
be modeled as a QAP.

The problem is expressed as follows. Given three (nxn)
matrices, the flow matrix F' = (f;;) between each pair of
activities 7 and j, the distance matrix D = (dj;) between
each pair of sites k& and [, and the cost matrix B = (b;;)
giving the cost of placing facility 7 at location j, the objec-
tive is to find the best assignment of activities to sites so as
to minimize the total cost. Mathematically, the QAP can be
written as follows:

Minges, {Zz.fw(i)-rr(j)dij + Zbﬂ-(i)i} (D
i=1 j=1 i=1
where S,, is the set of all permutations over {1,2,..,n}.
Each term fr(;)~(;ydi; means the cost of assigning the
facility 7(7) to location 4 and the facility 7(j) to location j.
Let us consider the (n x n) binary matrix X = (z;;)
which elements x;; are defined as follows:
o _J1 if facility ¢ is assigned to location j,
i =10 otherwise.
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The Koopmans-Beckmann QAP (1) can then be refor-
mulated as:

n {Z Zfikdjlxijxkl+zzbijxij} (3)
=1

=1 j=1 k=1 Il= =1 5=1
subject to:
wy o= 1 j=1,2..n, 4)
1=1
wmy o= 1L i=12..,n (5)
=1
zi; €{0,1} 5 i,j=1,2,.,n (6)

The binary matrix X defined by Eq. (2) and verifying
constraints (4)-(6) is named a permutation matrix. Therefore,
solving a QAP consists in finding the permutation matrix
X = (x;;) that minimizes the objective quadratic function
(3).

The quadratic 3-dimensional assignment problem
(Q3AP) is a extension of the quadratic assignment problem
and of the axial 3-dimensional assignment problem (3AP).
The Q3AP can be formulated as follows:

n n n n

min {Z Z Z Z Z Z CijpkngTijpThkngT
i=1 j=1p=1k=1n=1q=1
Zzzbijpxiﬂ’} @)

i=1 j=1p=1
where:

X:(xijp)EIﬁJﬁP, ®)

zijp €{0,1}. 4,5,p=1,2,...,n. )

I, J and P sets are defined as follows:

n n

T={X = (ip) 1 DY mijp =1,
j=1p=1
for i=1,..,n}, (10)
J={X = (wijp) szup =1,
i=1 p=1
for j=1,..,n}, (11)
P ={X = (2ijp) :ZZJCWJ—l

=1 j=1
for p=1,...,n}. (12)

While for the QAP the problem is to find a 2-
dimensional permutation matrix that minimizes the

objective function, the problem for Q3AP is to minimize
a quadratic function over the 3-dimensional assignment
polytope I N J N P. That is why this problem is referred
to as quadratic 3-dimensional assignment problem.

An alternative formulation that we particularly used in
our implementations is the permutation-based formulation.
In permutation-based formulation, the Q3AP given by Egs.
(7)-(9) can be expressed as:

ZZCW( \PGYaag) T

=1 j=1

min {f(p,q) =

> bipian s (13)
=1

where p and ¢ are permutations over the set {1,..,n}.
The first term in (13) can be interpreted as the cost
of mapping simultaneously the entity ¢ to the locations
p(i) and ¢(i) and the entity j to the locations p(j)
and ¢(j). The second term can be interpreted as the cost
of placing entity ¢ simultaneously to locations p(¢) and ¢(%).

3. Particle Swarm Optimization (PSQO) for
solving the Q3AP

Particle Swarm Optimization (PSO) method was
proposed by Kennedy and Eberhart [6]. PSO is inspired
by social behavior patterns of organisms that live and
interact within large groups. In particular, PSO incorporates
swarming behaviors observed in flocks of birds, schools of
fish, or swarms of bees, and even human social behavior.

The classical PSO model consists of a swarm of
particles, which are initialized with a population of random
candidate solutions. They move iteratively through a
d-dimension problem space to search the new solutions,
where the fitness, f, can be calculated as the certain
qualities measure. Each particle has a position represented
by a position-vector x; (¢ is the index of the particle),
and a velocity represented by a velocity-vector v;. Each
particle remembers its own best position so far in a vector
p;. The best position-vector among the swarm so far is
then stored in a vector p,. During the iteration time ¢, the
update of the velocity from the previous velocity to the
new velocity is determined by Eq. (14). The new position
is then determined by the sum of the previous position and
the new velocity by Eq. (15) [7]:

vij(t+1) —xij(t)+

—zi5(t), (14)

= wo(t) + c1r1(pi;(t)
car2(Pg;(t)

:I:i(t—i—l):xi(t)—&—vi(t—i—l), (15)



where r; and 7o are random numbers in the interval [0, 1].
c1 and co are positive constants called coefficient of the
self-recognition and coefficient of the social component
respectively. The variable w is the inertia factor which value
is typically setup to vary linearly from 1 to near O during
the iterated process. From Eq. (14), a particle decides where
to move next, considering its own experience, which is the
memory of its best past position, and the experience of its
most successful particle in the swarm.

In order to guide the particles effectively in the search

space, the maximum moving distance during one iteration is
clamped in between the maximum velocity [—vmaz-Umaz)-
Inertia weight w is a parameter to control the impact of the
previous velocities on the current velocity [15]
Evaluation of each particle in the swarm requires the
determination of the permutation of numbers 1..n since
he value of function z in Q3AP problem is a result of
the sequence. In this paper, we use a heuristic rule called
Smallest Position Value (SPV) [8] to enable the continuous
PSO algorithm to be applied to all classes of sequencing
problems, which are NP-hard in the literature. By using the
SPV rule, the permutation can be determined through the
position values of the particle so that the fitness value of
the particle can then be computed with that permutation.
The pseudo-code for particle swarm optimization algorithm
is illustrated in Algorithm 1.

Algorithm 1
Q3AP

Initialize parameters
Initialize population

Find sequence

Evaluate

Do {

Find the personal best
Find the global best
Update velocity

Update position

Find sequence using SPV heuristic
Evaluate

} While (Not termination)

: Particle Swarm Optimization (PSO) for

A population of particles is constructed randomly for
the PSO algorithm of the Q3AP problem. The continuous
values of positions are established randomly. The following
formula is used to construct the initial continuous position
values of a particle:

Tij = xmin(xma;v - xmin) X U(l, 0),

where Zi = 0.0, Tpee = 4.0 and U(0, 1) a uniform
random number between 0 and 1.

The initial continuous velocity values of a particle are
given with the following formula:

Vij = vmin(vmaw - Umin) X U(l, 0)7

where v,,;n = —4.0, Vyaz = 4.0.
We give below the steps of PSO for Q3AP:

Step 1: Initialization.

Let £ = 0, m=size of swarm.

Generate m particles randomly as explained.

Generate initial velocities of particles randomly.

Apply SPV rule to find the sequence.

Evaluate each particle ¢ in the swarm using the

objective function Z; for ¢ =1, ,m.

o For each particle ¢ in the swarm, set best personal
position along with its best fitness value.

o Find the best fitness value Z; = min Z; for i =
1,,m with its corresponding position.

e Set global best with its fitness value.

Step 2: Update iteration counter.

o k=k+1

Step 3: Update inertia weight.

e W = w xa, where « is the damping ratio.

Step 4: Update velocity using Eq. (14).
Step 5: Update position using Eq. (15).
Step 6: Find Sequence.

o Apply SPV rule to find the sequence.
Step 7: Update personal best.

« Each particle is evaluated by using its sequence to
test if personal best position will improve. That is,
if f(x) < f(PB) for i = 1,...,m , then personal
best is updated.

Step 8: Update global best.

+ Find the minimum value of personal best.
o If f(z) < f(GB), then the global best is updated.

Step 9: Stopping criterion.

o If the number of iterations exceeds the maximum
number of iterations, or maximum CPU time, then
stop, otherwise go to step 2.

4. Hybridizing PSO with TS for solving Q3AP

A tabu search algorithm has been considered (see
Algorithm 2). Basically, the tabu search enhances the
performance of a local search method by using memory
structures. Indeed, the main memory structure called the
tabu list represents the history of the search trajectory. In
this way, using this list allows to avoid cycles during the
search process. More details of this algorithm are given in
[13].



Algorithm 2 Tabu Search (TS)

: Choose an initial solution

: Evaluate the solution

. Initialize the tabu list

: repeat

for each generated neighbor do

Incremental evaluation of the candidate solution
Insert the resulting fitness into the neighborhood

fitnesses structure

8: end for

9: Select the best admissible neighboring solution

10: Update the tabu list

11: until a maximum number of iterations reached

A hybridization scheme has been proposed to improve
the results obtained in [10]. The SPV (Smallest Position
Value) heuristic that was intended to generate the next
explored solution in the search space is replaced by a
tabu search that explores the neighborhood of the current
solution and chooses the best neighbor solution. The
motivation for replacing PSV by TS is that PSV breaks
the permutation structure of the solution which causes a
problem of convergence.

5. Experimental results

In this section, we report and comment the experimental
results. The Q3AP PSO-TS has been coded in C++ program-
ming language.

Experiments have been conducted on an intel core i5-5200U
2GHz laptop

PSO parameters have been set to the following values:

e Size of swarm m = &80.

. Cl = Cy = 2.

. 1 :U(O,l), T :U(O,l).

o Initial inertia weight wy = 1.0.
e The decrement factor o« = 0.99.

It is clear that parameters tuning can affect the
performance of an algorithm. So, we begin by a tuning
process to find the best parameter values. We tes our
algorithm on two Q3AP instances derived from nug8 and
nugl2 QAP instances of QAPLIB.

The number of iterations of PSO and TS are set to 1000
and 3000 respectively. The evolution of the fitness function
over time for nug8 and nugl?2 instances are given in Fig.
1 and Fig. 2 respectively. We notice that as the number of
iterations increases, the fitness of solution improves. There
is another point noticeable in which the cost decreased; it
is the choice of the lower and upper bound of variables as
well as the choice of the learning coefficients (c;.cs).

The number of TS iterations is set to 100, and the size of
the tabu list is set to (n * (n — 1))2/16 where n is the size
of the instance.
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Figure 1: Change of cost over time of the instance nug8

cost
1400
1200
1000
800D
600
400
200

o]
200 300 400 500 600
iterations

—nug-12

Figure 2: change of cost over time of the instance nugl2

6. Conclusion

The quadratic 3-dimensional assignment problem
(Q3AP) is a challenging combinatorial optimization prob-
lem.

In this paper, we have proposed an optimization ap-

proach that consists of a particle swarm optimization hy-
bridized with a tabu search algorithm for solving this prob-
lem.
The experiments carried out on 2 instances showed that our
approach is promising but not completely satisfactory. As a
short-term perspective, we intend to study the performance
of our algorithm in terms of execution time and quality of
solutions on larger instances.
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