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Abstract. The increased usage of smartphones for daily activities has
created a huge demand and opportunities in the field of ubiquitous com-
puting to provide personalized services and support to the user. In this
aspect, Sensor-Based Human Activity Recognition (HAR) has seen an
immense growth in the last decade playing a major role in the field of
pervasive computing by detecting the activity performed by the user.
Thus, accurate prediction of user activity can be valuable input to sev-
eral applications like health monitoring systems, wellness and fit track-
ing, emergency communication systems etc.,
Thus, the current research performs Human Activity Recognition using
a Particle Swarm Optimization (PSO) based Convolutional Neural Net-
work which converges faster and searches the best CNN architecture.
Using PSO for the training process intends to optimize the results of the
solution vectors on CNN which in turn improve the classification accu-
racy to reach the quality performance compared to the state-of-the-art
designs. The study investigates the performances PSO-CNN algorithm
and compared with that of classical machine leaning algorithms and deep
learning algorithms. The experiment results showed that the PSO-CNN
algorithm was able to achieve the performance almost equal to the state-
of-the-art designs with a accuracy of 93.64%. Among machine learning
algorithms, Support Vector machine found to be best classifier with ac-
curacy of 95.05% and a Deep CNN model achieved 92.64% accuracy
score.
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1 Introduction

Activity Recognition aims at identifying the activity of users based on series
of observations collected during the activity in a definite context environment.
Applications that are enabled with activity recognition are gaining huge atten-
tion, as users get personalized services and support based on their contextual
behaviour. The proliferation of wearable devices and smartphones has provided
real-time monitoring of human activities through sensors that are embedded in
smart devices such as proximity sensors, cameras, microphone, magnetometers,



accelerometers, gyroscopes, GPS etc., Thus, understanding human activities in
inferring the gesture or position has created a competitive challenge in build-
ing personal health care systems, examining wellness and fit characteristics, and
most pre-dominantly in elderly care, abnormal activity detection, diabetes or
epilepsy disorders etc.,

Initially, Human Activity Recognition (HAR) experiment was carried out by
attaching one or more dedicated on-body sensors to specific parts of human body
to collect time series data [8] As, the usage of smart phones for daily activities
has increased extensively, HAR research has employed to collect data from built-
in sensors embedded in smart phones [17]. The raw data from the sensors are
analysed using several machine learning and deep learning algorithms to clas-
sify the activity with appropriate evaluation metric. The activity recognition
performance has significantly made strides since the of research, but the exper-
iment set up can be varied, for example, the types of exercises performed by
human subjects, the sorts of sensors utilized, the rate at which signal is sampled
, the segment length of time series data. Apart from choosing classifier learn-
ing algorithms, the approaches are varied in terms of applying various feature
processing techniques namely feature selection, extraction and transformation.
These choices made comparative evaluation of different Human Activity Recog-
nition (HAR) approaches complex. Thus, Human Activity Recognition (HAR)
plays a significant part in enhancing people’s lifestyle, as it should be competent
enough in learning high level quality information from raw sensor data. Effective
HAR applications are incorporated for contextual behaviour analysis [1], video
surveillance analysis [9], gait investigation (to determine any abnormalities in
walking or running), gesture and position recognition [10].

2 Related Work

This section provides an overview on Human Activity Recognition and its ap-
plications. Various approaches for HAR task are discussed. Particularly, Sensor
based HAR is detailed with different sensor modalities. This chapter also gives
an overview of the modelling approaches for HAR. Each modelling approach is
discussed with its theory and its applicability in HAR.

2.1 Sensor Based Human Activity Recognition

Due to the advancement in ubiquitous computing, Activity Recognition has been
one of the major research areas in mobile technology that has seen the rapid de-
mand over the past few years. This covers major areas like smart homes [11],
wellness and fitness monitoring [14], video surveillance analysis for security pur-
poses [18], behavioural analysis,emergency services [20] etc., Due to the immense
growth of sensor technology and ubiquitous computing, sensor-based Human
Activity Recognition is gaining attention which is widely used with enhanced
protection and privacy. According to [3], the HAR task can be achieved by plac-
ing the sensors at different locations to recognize human activity for specific



context. Wearable sensors are one of the widely used sensor modalities in HAR.
These sensors are often worn or attached to the users, namely an accelerometer,
gyroscope, and magnetometer. As the human body moves, the acceleration and
angular velocity are varied, this data is further analysed to predict the activity.
Thus, wearable sensors were widely used for HAR [19] in various health monitor-
ing systems. In recent days, inertial sensing, that uses movement-based Sensors
which can be attached on user’s body has been studied widely [21].

2.2 Modelling Approaches for HAR

Due to the natural ordering of the temporal feature data, the Human Activ-
ity Recognition is considered as a typical pattern-recognition system where it
involves classifying the human activity based on the series of data. The main
difference between Machine Learning Algorithms and Deep Learning Algorithms
in recognising human activity is the way the input features are extracted.

Machine Learning: In case of Machine Learning Approach, the raw inertial
activity signals received from the sensors are subjected to feature -extraction
process by domain knowledge experts [2]. The features that are usually extracted
are based on two main domain features namely; time domain and frequency
domain. Some research works employed Machine Learning Approach to perform
HAR with hand-crafted features faced low performance as only shallow features
are explored and learned by the classifiers [19].Before deep learning was used
extensively, shallow neural network classifiers, that is Multi-Layer Perceptron
(MLP), was considered to be a promising algorithm for HAR. In this aspect, [6]
performed HAR with algorithms like logistic regression, decision tree and MLP
and MLP outperformed the other two models. This process requires domain
expertise . Sometimes this process may lead to loss of significant data points

Deep Learning: Where as in Deep Learning Algorithms, the raw sensor sig-
nals collected from inertial sensors (accelerometer, gyroscope etc,.) are directly
subjecting to modelling, where no feature extraction step is performed [5]. Sev-
eral Deep Learning Algorithms like LSTM [7],RNN [4], Restricted Boltzmann
Machines [13],CNN [16, 12, 15] was utilized to perform HAR tasks. However, the
trial and error method for selecting parameters to select the best model does not
guarantee an optimal performance, which requires user to continuously observe
the performance trend. Thus, in order to get outstanding results, one has to be
expert in the model architecture and also domain.

2.3 Particle Swarm Optimization

Particle Swarm Optimization (PSO) is a nature inspired, meta-heuristic algo-
rithm often used for discrete, continuous and sometimes for combination opti-
mization problems. The main ideology behind PSO is that each particle is well
known of its velocity and the best configuration achieved in the past (pBest),



and the particle which is the current global best configuration in the swarm of
particles(gBest). Hence, at every current iteration, each particle updates its ve-
locity in such a way that its new position will be close enough to global gBest and
its own pBest at the same time. The velocity and particle vector are adjusted
based to the following equations 1 and 2 respectively:

vid(t + 1) = w ∗ vid(t) + c1 ∗ r1 ∗ (Pid − xid(t)) + c2 ∗ r2 ∗ (Pgd − xid(t) (1)

xid(t + 1) = xid(t) + vid(t + 1) (2)

where vid indicates the velocity of ith particle in the dth dimension, zid indicates the
position of ith particle in the dth dimension, Pid and Pgd represents the local best and
the global best in the dth dimension, r1 and r2 are the random numbers between the
range 0 and 1, c1 , c2 and w, are acceleration coefficient for exploitation ,acceleration
coefficient for exploration and inertia weight respectively.

Deep learning networks have gained better results with less efforts in parameter set-
tings. In particular, Deep Convolutional Neural Networks are used extensively due to
its flexibility in both data driven approach (Using 1D Convolution for signal data) and
model driven approach (data transformation of signal data to a 2D image). In order
to gain higher performance of the model , several layers has to be used and param-
eter initialization has to be done carefully. This needs a detailed knowledge on CNN
architecture and also on the dataset.

Thus, to find the optimal CNN architecture automatically without human inter-
vention, a meta heuristic algorithm Particle Swarm Optimisation is utilized which is
easy to implement with lower computational cost.

3 Dataset Used

The dataset used in this study is downloaded from UCI Machine Learning Repository
created at SmartLab, one of the Research Laboratories at DIBRIS at University of
Genova. They experimented on a group of 30 volunteers within a range of age be-

Fig. 1. Dataset



tween 19-48 years who were performing daily activities like Sitting, Standing, Laying,
Walking, Walking Upstairs and Walking Downstairs. Each subject are volunteer per-
formed daily activities like while carrying a smartphone that is waist-mounted. The
smartphone was embedded with inertial sensors. Thus, With the help of this embedded
accelerometer and gyroscope, 3-axial linear acceleration and 3-axial angular velocity
were captured. For experimental purposes, two versions of the dataset is provided which
is showed in figure 1

For version - 1 With the help of domain experts, time and frequency domain
features are extracted to get 561 columns data. Along with that, it consists of ID of
six activities and also the subject ID who is performing the experiment.

For version - 2 The signals collected from raw inertial data is taken without any
feature extraction and respective activity ID is labelled. Thus, as the target ID six
activities are identified

4 Methodology

The Cross Industry Standard Process for Data Mining (CRISP–DM), is well proven
methodology with a structured approach. This is employed to conduct the current
study and methodology possess flexibility, practicality and is idealised with a sequence
of events. The figure 2 shows the design flow to be followed for the current research.

Fig. 2. Design Flow

The experiment begins with the Business Understanding phase, which indicates what
is to be accomplished from a business perspective. The expected outputs of this phase



form the main objectives of the project. Here the insights and goals of the project are
defined. In order to answer the research question, the experiment is conducted with two
versions of the datasets which is explained in Data Understanding Phase. Additionally,
data description report is prepared to understand each filed description. This is done
separately for both the datasets.

The third phase is the Data preparation stage. Here the data is checked for du-
plicates, null records and appropriate action is taken to address them. Further, new
derived fields can be formed based on the domain knowledge. Data from multiple
databases are integrated to form the final dataset for modelling. The fourth step is the
modeling stage.

Based on initial analysis done from the literature review, suitable modelling tech-
nique is chosen and applied on the two versions of the dataset. Next phase is Evaluation
phase. The performance of the modelling algorithms is done using various measures.
HAR is a Multilablel classification problem. The main challenge in classification task is
to correctly classify the target variables. Only accuracy score cannot give us the overall
performance of the model. Hence, confusion matrix which gives the actual number of
correct and incorrect predictions made for each target class is considered. Additionally,
precison, recall and f1 score is computed. But for comparisions accuracy and f1 score
are considered.Based on the evaluation criteria, models are evaluated to see if it meets
the business objective.

4.1 Algorithm Of Particle Swarm Optimization Based CNN

The Figure 3 shows the working of the model.Though CNN’s have showed good results
in HAR, there a re multiple parameters to take care to find the optimal CNN architec-
ture. The main focus of any neural network is to minimize the error between training
targets and predicted outputs. It is cross-entropy in case of CNN’s, which is carried out
by backpropagation and gradient descent. Even a simple CNN’s have many parameters
to tune them. Thus, it is significant to find algorithms which finds and evaluates CNN
architecture with less time. Thus, motivated from this, a new PSO-CNN is utilized for
Human Activity Recognition. The working of PSO-CNN can be divided into five stages
as below -

– CNN Training – The CNN is trained with some pre-denied weights initialixed. . It
uses a CNN with 1D convolutional layer, since the HAR dataset consist of signals
in shape [samples, time steps, no of features]. The output is one hot vector encoded
which is 6 (target activity to be predicted).

– Pre-PSO Training – Here weights are captured from CNN training and it is con-
verted to particle.

– Particle Swarm Optimization Training - After initializing the values of convergence,
cognitive value, social value, number of particles, stopping condition and number
of epochs, PSO algorithms searches the hyperplane for optimized vector using the
CNN loss function .

– Update CNN Architecture - Using the values of weight in previous phase, the final
results are computed. A new CNN architecture is created is created based on these
weights rather than basis of the output.

– Computation of Prediction Accuracy and Results - The evaluation itself is done by
comparing the loss function of each particle Thus, the objective of the algorithm
is to find a particle architecture with the smallest loss, regardless of the number of
parameters or other criteria.



Fig. 3. Particle Swarm Optimization Training for Convolutional Neural Network

5 Implementation

The implementation can be divided into parts that is with ML using Hand crafted
features and other experiment using DL with raw inertial sensor data.

5.1 With Version 1 - Hand crafted features dataset

The steps involved performing this is illustrated in figure 3 .The data is merged from
various files present in the repository. As a part of data understanding, using matplotlib
in python, the distribution of data is analyzed. where it is observed that target level
distribution is uniform. The range of time and frequency domain variables were seen
between +1 and -1, indicating normalization were performed while creating the dataset.
The data is checked for missing values and duplicate rows. No such scenarios were found
over the entire data. The data is already split to train and test and size of the data is
(7352, 564) samples and 564 is the number of features. Further the data is subjected
to modeling algorithms like Random Forest The three algorithms were executed with
default parameter setting.

5.2 With Version 2 - Raw Inertial sensor data

The steps involved performing with Version -2 Data is illustrated in figure 4. Raw
inertial signal data is gathered and merged from different files. It is checked for null
values and duplicates. The data shape indicates that 7352 is the number of samples



Fig. 4. Modelling With Version 1 - Hand crafted feature dataset

from a raw signal data file, 128 indicates the number of of timesteps that series of data
is partitioned. 9 indicates total variables for each time steps. Finally it is subjected to
modeling with LSTM, CNN, PSO-CNN - it is ensured that the model is not overfitted.

Fig. 5. Modeling With Version 2 - Raw Inertial sensor data

5.3 Modeling With PSO-CNN

The modelling for PSO-CNN can be categorized into three parts namely Particle Set-
ting for Particle Swarm Optimization(Number of iterations-10,Swarm Size - 20, Cg
- 0.5) , Parameter Settings for initializing CNN architecture(Displayed in figure 6),

Fig. 6. Each Particle as CNN architecture (left) and Parameters Settings used for
PSO-CNN (right)



Parameter Settings for training Convolutional Neural Network( epochs for particle
evaluation - 20, epochs for global best - 256,Dropout rate - 0.5, Batch normalizer layer
outputs - yes). The parameters used is described in figure below 6 (right). Thus each
particle is nothing but a CNN architecture as displayed in figure 6 (left).

6 Results and Discussion

The performance of PSO-CNN is evaluated against Machine Learning and Deep Learn-
ing Algorithms

6.1 Comparing PSO-CNN with machine learning algorithms

The analysis of results is performed by comparing PSO-CNN with Machine Learning
Algorithms. The below Figure 5.13 shows the results. From the table, it is evident that

Fig. 7. Comparsion of PSO-CNN with Machine Learning ALgorithms

Support Vector Machine achieved accuracy of 95.04% and F1 score 95.1%. The machine
learning models were built using Hand-crafted features -Version 1 Dataset. The model
achieved satisfactory results without performing any Data Dimensionality reduction
techniques. On the other hand, PSO-CNN also achieved considerable results with raw
sensor data with accuracy of 93.64%. However, the hand-crafted feature extraction
process requires human effort to manually design the features.

6.2 Comparing PSO-CNN with Deep learning algorithms

The analysis of results is performed by comparing PSO-CNN with Deep Learning
Algorithms. The below Figure 5.14 shows the results. From the table, it is clear that
PSO-CNN was able to achieve high performance of accuracy when compared with
LSTM and CNN models. LSTM performance was low with accuracy 84.71% and F1
score with 84.42%. This, PSO-CNN gained better results than the state-of-the art
CNN model. For a classification problem, the capability of the modeling algorithm to
classify each target class correctly also plays a major role. Each The algorithm’s ability
to classify each activity like walking, sitting, laying are discussed in section 5.1 . From
the classification report of PSO-CNN Figure 5.11,it is evident that PSO-CNN was able
to classify most number of activities correctly.



Fig. 8. Comparsion of PSO-CNN with Deep Learning ALgorithms

6.3 Evaluation of PSO-CNN

As a further discussion, the classification accuracy for each activity is compared be-
tween PSO-CNN and CNN. We can observe that PSO-CNN was able classify all the

Fig. 9. Confusion Matrix of CNN and PSO-CNN

activity with least errors except for activities STANDING and SITTING. These are
less compared to actual CNN model. This can be illustrated by Confusion Matrix of
PSO-CNN and CNN model in figure 5. PSO-CNN model was built to find the best
CNN architecture with minimum effort. This also overcomes the local minima problem
of the backpropogation training algorithms. The experiment was conducted with 20
epochs , which is less than base CNN model.On a overall note, we can say that PSO-
CNN achieved higher accuracy with that of the Deep Learning algorithms but failed
to reach the accuracy of Machine learning models.

7 Future Work and Recommendations

Detailed literature review was performed emphasizing on the applications of Human
Activity Recognition in various fields. In particluar, Sensor Based HAR is highlighted
for the readers. This also detailed about the current state of the art techniques in HAR.



A systematic investigation is done for importing two versions of the sensor datasets.
This can be used as reference for future works. Illustrated that PSO based CNN proved
to be the best classifier for data where human-engineered feature knowledge is not
needed. Additionally, the work tries to enhance the performance of state-of-the-art
design of the CNN model by using Optimisation. This adds up to the generalization of
using PSO-CNN model for other Activity Recognition tasks.

In the current research PSO algorithm is used to find the optimal architectures in
deep convolutional neural network. Furthermore it make use of the benefits of global
and local exploration capabilities of the particle swarm optimization technique PSO and
the gradient descent back-propogation thereby to form a efficient searching algorithm
this is because the performance of of deep convolution network extremely depends on
their network structure used and hyper-parameter selections.

In order to find the best hyper parameters lot of training time is employed which
requires the deep understanding of CNN architecture and also the domain knowledge.
Hence PSO-CNN is employed to optimize these parameter configurations and through
which efficient parameters are evolved that would increase the performance with less
training time.

The current research can be explored and improved in many ways so as to improve
the human activity recognition tasks. The proposed approach also provides a flexible
methodology where one can change the initial parameter settings of both PSO and
CNN. In this way a trade-off between the model generalization capabilities and com-
plexity of the model can be justified. From the experimental results it is illustrated
that PSO has been shown to converge faster and find the best configuration with less
training time. This exceed he performance of state-of-the-art results obtained in the
domain of HAR. To some extent, the algorithm failed to recognize the similar he activ-
ities like WALKING UPSTAIRS and WALKING, LAYING and SITTING . This may
be due to the insufficient data. The solution can be further explored with large time
series data.
The experiment is conducted to explore the capability of deep learning algorithms in
HAR tasks. In order to generalize the model capability, this can be applied to other
Activity Recognition tasks which includes Time Series data.
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