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Abstract

In this paper, we propose an uncorrelated feature selection
method for semi-supervised feature selection task, namely
SSUFS. The new method extends the Rescaled Linear Square
Regression by imposing an Uncorrelated Regularization
(UR) to select only a small number of important features
from highly correlated features. With this regularization, the
new method is able to select lowly-nonlinear-correlated impor-
tant features. SSUFS was compared with 5 feature selection
methods on 5 datasets and the experimental results show the
superior performance of the new method.

Introduction
In semi-supervised feature selection methods, `2,1-norm is
often used as a regularization item to enforce a simple group
sparsity for feature selection (Chen et al. 2017; Yuan et al.
2018). However, in the standard `2,1-norm, the correlations
among different features are ignored. Therefore, the semi-
supervised feature selection methods with the `2,1-norm face
a performance degeneration problem since they tend to select
high-rank features that may be highly correlated with each
other.

To solve this problem, we propose a novel semi-supervised
feature selection method, namely Semi-Supervised Uncor-
related Feature Selection (SSUFS). In the new method, we
first compute a correlation matrix to measure the nonlin-
ear correlations between pair-wise features with “distance
multivariance” (Böttcher et al. 2019). An Uncorrelated Reg-
ularization (UR) is proposed to avoid assigning both large
weights to highly nonlinear correlated feature pairs, that is,
it can be used to select nonlinear uncorrelated important fea-
tures. With the new regularization, SSUFS is capable to select
only a small number of important features from highly corre-
lated features. Comprehensive experiments on 5 real-world
datasets show the superiority of the proposed approach.

The Proposed Method
In semi-supervised learning, a data set X ∈ Rd×n with c
classes consists of two subsets: a set of l labeled objects
XL = (x1, ...,xl) which are associated with class labels
YL = {y1, ...,yl}T ∈ Rl×c, and a set of u = n − l unla-
beled objects XU = (xl+1, ...,xl+u)T whose labels YU =
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{yl+1, ...,yl+u}T ∈ Ru×c are unknown. F = {f1, · · · , fd}
denotes d features. Recently, Chen et al. proposed a Rescaled
Linear Square Regression (RLSR) model as follows (Chen et
al. 2017):
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where YU are relaxed as continuous values in [0, 1]. b ∈ Rc

is the bias and γ > 0 is the regularized parameter to control
the trade-off between the bias and variance of the estimate.
Θ ∈ Rd×d is a diagonal matrix in which Θjj = θ

1/2
j (1 ≤

j ≤ d) and θj > 0 measures the importance of the j-th
feature.

To conquer the “correlated features” problem in the stan-
dard `2,1-norm, we compute the nonlinear feature correlation
matrix M in which mij denotes the correlation coefficient
between the i-th and j-th features. In this paper, we use the
normalizing distance multivariance to measure the nonlinear
correlation and mij is defined as (Böttcher et al. 2019)
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where Ai is a centred pair-wise distance matrix defined as

Ai = (I− 1
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where 1 = (1)j,k=1,...n and Bi ∈ Rn×n is the pair-wise
Euclidean distance matrix defined on fi.

In order to select “diverse” features, we wish to make(∥∥wi
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big if mij is big. That is, we want to

avoid assigning fi and fj large weights together. In this
paper, we propose to introduce the following Uncorrelated
Regularization term
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where LM is the Laplacian matrix of M and V ∈ Rd×1 is
defined as vj =

∑d
i=1 w

2
ij . Note that if mij is small, the

Uncorrelated Regularization regularization term tends to
force both
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to be small. In summary, the
Uncorrelated Regularization regularization term is able to
select lowly-nonlinear-correlated important features.

Introducing the constraint in Eq. (4) into problem (1) gives
the following new problem

min
W,Θ,b,YU
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s.t. θ > 0,1T θ = 1,YU ≥ 0,YU1 = 1,V = diag(WWT )
(5)

When W, Θ and YU are fixed, b can be computed as

b =
1

n
(YT1−WTX1) (6)

If W, YU and b are fixed, according to (Chen et al. 2017),
the optimal solution of θj is

θj =

∥∥w̃j
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2∑d
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(7)

When Θ, YU and b are fixed, W can be solved with an
iterative method:

1. Update the diagonal matrix G where gii = LM
iV.

2. Update W = (XHXT + γΘ−2 − ηG)−1(XHY).

Note that problem (5) is independent between different
l + 1 ≤ i ≤ l + u, so we can solve the following problem
individually for each yi ∈ YU with fixed Θ, W and b

min
yi≥0,yT
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∥∥2
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which has closed-form solutions and can be solved directly
with the method in (Wang and nán 2013).

The algorithm to solve problem (5) is denoted as Semi-
Supervised Uncorrelated Feature Selection (SSUFS). The
convergence of SSUFS is ensured by the following theorem:

Theorem 1. SSUFS monotonically decrease the objective
function value of problem (5) in each iteration until the algo-
rithm converges.

Experimental Results and Analysis
5 benchmark datasets were selected from the UCI Machine
Learning Repository 1 for this experiment. We compared
SSUFS with 5 state-of-the-art semi-supervised feature se-
lection methods, including sSelect (Zhao and Liu 2007),
LSDF (Zhao, Lu, and H 2008), PRPC (Xu et al. 2016),
RLSR (Chen et al. 2017) and DSFFS (Yuan et al. 2018).
We set the regularization parameters of all methods in the
same strategy to make the experiments fair enough, i.e.,
{10−3, 10−2, 10−1, 100, 101, 102, 103}. The neighborhood
parameters in LSDF were set to 10 for all datasets.

1https://archive.ics.uci.edu/ml/index.php

Table 1: The average accuracy results (the best two results on
each dataset are highlighted in bold).

Name BinAlpha Colon Segment Isolet Breast
sSelect .290±.105 .579±.001 .670±.278 .498±.161 .575±.001
LSDF .451±.097 .676±.043 .869±.079 .806±.099 .679±.049
PRPC .377±.099 .634±.018 .854±.065 .767±.088 .621±.041
RLSR .520±.036 .705±.035 .928±.035 .914±.041 .581±.05
DSSFS .521±.039 .711±.019 .928±.035 .915±.041 .636±.063
SSUFS .607±.053 .815±.041 .922±.037 .923±.050 .681±.054

The average accuracies of 6 methods on 5 datasets are re-
ported in Table 1, in which we used 40% data as labeled data
and 60% data as unlabeled data and test data. Overall, our pro-
posed method SSUFS outperformed other methods on most
datasets, especially on the Colon and BinAlpha datasets. To
be specific, SSUFS achieves a greater than 14% average im-
provement on the Colon dataset, compared to the second-best
method DSSFS. On the BinAlpha dataset, SSUFS achieves
a nearly 16% average improvement compared to the second-
best method DSFFS. SSUFS also achieved good performance
on the rest datasets in average. This indicates that the reduc-
tion of the coefficients of highly correlated features indeed
improves the performance of feature selection.
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