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Abstract 

The fourth industrial revolution (Industry 4.0) is significantly changing industrial work by introducing 

interconnected machines and leveraging Artificial Intelligence (AI) to collect and analyze vast 

amounts of data. This technological advancement has led to increased reliance on AI systems, with 

some decisions being made automatically. However, the opaque nature of AI presents significant risks, 

demanding the development of suitable risk management approaches tailored to industrial settings. 

Currently, there is a lack of comprehensive research in this area, highlighting the need to conduct a 

structured literature review (SLR) to bridge this gap. Through the SLR, we identified various risk 

management approaches, including algorithm regulation, governance, certification, and auditing. 

Building upon these findings, we propose a research agenda for the management of AI risks in indus-

trial settings. 

Keywords: Industry 4.0, Artificial Intelligence (AI), AI Governance, De-risking AI, Regulation of AI. 

1 Introduction 

Digital transformation as an essential driver of Industry 4.0 is significantly changing business models 

and operations in the industry. At the heart of this transformation are data-driven approaches and Arti-

ficial Intelligence (AI) offering many benefits (Ibarra, Ganzarain and Igartua, 2018; Königstorfer and 

Thalmann, 2020). In addition, both the complexity of business activities and the amount of data to be 

processed have continuously grown (Bartodziej, 2017; Iafrate, 2018), dramatically increasing the pres-

sure on companies to be competitive and efficient (Dossou, 2019; Wan et al., 2018). As a result of 

this, data-driven approaches and AI are more and more adopted and responsibility in decision making 

is increasingly transferred from humans to machines (Stuurman and Lachaud, 2022). 

AI is able to handle complex relationships hidden in big data sets and learn from them, which means 

that the decision-making process of AI remains opaque (Bathaee, 2018; Eschenbach, 2021). This char-

acteristic of AI is often called the black box character of AI, which entails a corresponding risk poten-

tial for the user of AI – also in an industrial context (Savage, 2022). This can lead to erroneous deci-

sions by AI leading to serious consequences for the organization. Thus a risk management (RM) 

framework is required, taking the specifics of AI applications into account (Erdélyi and Goldsmith, 

2018; Iphofen and Kritikos, 2021; Reed, 2018). As a result, severe consequences should be mini-

mized, corresponding user risks mitigated and adoption rates of AI in industrial applications should be 

increased. 

Recently, law makers acknowledge this need and proposed regulations focusing on the protection of 

consumers and employees. The European Parliament passed the AI Act in June 2023 (artificialintelli-

genceact.eu, 2023; Pagallo, Ciani Sciolla and Durante, 2022; Veale and Zuiderveen Borgesius, 2021), 

whereas the National Institute of Standards and Technology (NIST) in the USA is working on a 

framework as a comparable regulatory approach to mitigate potential risks from corresponding AI 

applications (Barrett et al., 2022). As a result, current research focuses primarily on the legal regula-
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tion of AI from a consumer perspective. However, RM approaches focusing on the operations and 

especially in industrial settings are scarce. 

This research gap forms the basis for the present publication and thus attempts to answer the following 

research question (RQ): 

Which approaches to manage risks of industrial AI applications exist in the relevant literature? 

The authors want to answer this research question by conducting a structured literature review (SLR) 

according to Webster & Watson (Webster and Watson, 2002). The SLR focuses on publications that 

consider approaches to risk minimization with regard to RM in relation to industrial AI applications. 

2 Background 

Digital transformation can be seen as integration of digital technologies and solutions in all areas of a 

company, whereby this change is based not only on a technological but also on a cultural basis (Schel-

linger, Tokarski and Kissling-Näf, 2020). In this regard, data analytics became the key driver of pro-

cess- and product-innovations in industrial settings and the key source of competitive advantage in 

industry (Thalmann et al., 2018). This trend builds on digital infrastructures and data-driven applica-

tions, which enable company-specific systems to communicate with each other along the entire Supply 

Chain (SC) and automatically take over corresponding tasks (Sorger et al., 2021). This transformation 

process not only affects internal company structures (processes, employees, workflows, corporate 

structures, etc.), but also the embedded connections to customers and supplier systems leading to new 

business models (Appelfeller and Feldmann, 2018; Hess, 2019). From a research perspective, the in-

dustrial focus is relevant since the realizable potential benefits of the targeted applications of AI in 

industry are particularly high compared to other business areas (Abioye et al., 2021). 

The term AI was first established in 1956 and defined as ‘the science and engineering of making intel-

ligent machines, especially intelligent computer programs’ (Kersting, 2018). In accordance with in-

creasing complexity and higher degree of use, the difficult question of a uniform definition of AI also 

gradually changed. Today, AI is generically defined as a task-processing technology which produces 

results that are supposed to be similar to those resulting from human action (Buiten, 2019). However, 

it must be stated at this point that there is still no uniform definition of AI to date (Monett and Lewis, 

2018; Regona et al., 2022; Wang, 2019). From a technical perspective, AI has meanwhile established 

itself as an important future technology that can take on corresponding tasks completely autonomously 

using algorithm-based data processing and also makes its own decisions regarding the way of pro-

cessing (Cadavid et al., 2019; Demary and Goecke, 2019). Accordingly, this development has promot-

ed the emergence of completely new products and services as well as innovative business models due 

to the variety of use-cases that can be processed (Regona et al., 2022). 

The digital transformation and the associated structural change to the smart factory in the sense of 

Industry 4.0 also mean a strong increase of AI in the industrial environment (Balamurugan et al., 

2019). As a result, AI is a rapidly developing technology that is transforming the manufacturing indus-

try (Arinez et al., 2020). By enabling machines to learn from data and make decisions on their own, AI 

can help manufacturers to optimize production processes, reduce costs, and improve product quality 

(Javaid et al., 2022). Thus, the potential benefits of AI in the industrial sector are very high and can 

therefore enable a substantial comparative competitive advantage (Cubric, 2020). 

One of the most important benefits of AI in the industrial sector is the reduction of human intervention 

in the processing of business processes (Jarrahi, 2018). In this context, AI is able to automatically take 

over industrial processes and also make corresponding decisions (Jakhar and Kaur, 2020). In some 

areas, this enables labor-intensive processes to be shifted from people to machines. The capabilities of 

AI extend across the entire SC of an industrial company, from the procurement of raw materials 

through the entire manufacturing process to the distribution of finished goods (Liu, Song and Liu, 

2023). In planning, AI can support the optimization of processes (Ammar et al., 2021) and thus help 
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to reduce inventory costs and lead times (Sanchez, Exposito and Aguilar, 2020). In addition, almost 

the entire procurement of a company can be automated using AI (Bueno et al., 2022) by determining 

the required raw materials or items on the basis of corresponding input data and ordering them auto-

matically (Shivam and Gupta, 2023). Complementary to this, AI is capable to elaborate predictive 

analytics by analyzing historical production data to identify patterns and trends, helping manufacturers 

optimize production processes and anticipate demand (My, 2021). 

Another field of application of AI in manufacturing processes is quality control, whereby images of 

products can be analyzed to detect defects or anomalies, allowing manufacturers to identify quality 

issues in real-time (Salkin et al., 2018). This is realized by gathering, analyzing and interpreting pro-

duction data in order to optimize production processes (Thalmann et al., 2018). Furthermore, it is also 

possible to predict the quality of a product during manufacturing, which is particularly valuable for 

long-lasting production processes or very expensive quality inspections (Schuetz et al., 2023). The 

data processing and transmission required for this can be fully automated in this context (using sensors 

and actuators), which in turn produces more accurate results with less human effort (Ammar et al., 

2021; Javaid et al., 2022). A similar effect can be achieved by using AI in the field of robotics, in 

which AI can enable robots to perform complex tasks, such as assembly and packaging, with greater 

precision and efficiency than humans (Vrontis et al., 2022). In addition, such AI applications in the 

field of robotics are able to detect any root cause of faults in automation at an early stage. In this con-

text, AI-supported autonomous vehicles can also be used, which can transport production goods au-

tonomously between factories and warehouses (Buntak, Kovacic and Mutavdzija, 2021). As a result, 

manufacturing processes are smarter and more productive while also ensuring a more efficient use of 

resources (Javaid et al., 2022). 

With regard to the stability and performance of industrial machines, the minimization of downtimes is 

an essential criterion for success (Henríquez-Alvarado et al., 2019). In this context, corresponding AI 

applications are able to make a substantial contribution through predictive maintenance by analyzing 

time series data (Divya, Marath and Santosh Kumar, 2023; Gashi and Gursch et al., 2022). AI can 

analyze sensor data from machinery to predict when equipment is likely to fail, allowing manufactur-

ers to schedule maintenance before breakdowns occur (Gashi and Mutlu et al., 2022). This allows 

necessary maintenance work to be scheduled and machine failures to be minimized. 

The extensive technical capabilities of AI and the rapid development of applications mean that deci-

sion-making power is gradually being shifted from humans to machines (Zhang et al., 2021). This 

suggests that appropriate RM is required as a safety mechanism (Zhang et al., 2022). In general, RM is 

a systematic corporate process designed to support companies in dealing with risks (Tupa, Simota and 

Steiner, 2017). There are numerous models in the literature, such as model risk management and en-

terprise risk management, which are widely used in RM (Aristi Baquero et al., 2020; Olson and Wu, 

2020). With regard to their approach, they are basically carried out in the following steps: risk analysis 

(identification of risks), risk assessment, risk management and risk controlling (Tupa, Simota and 

Steiner, 2017). Such models are rather static in their mode of operation and are therefore hardly suita-

ble for dynamic purposes, as would be necessary in relation to AI (Aristi Baquero et al., 2020). 

In this regard, regulators start to approach this problem as there are still no clear rules for regulating 

AI to date (Pagallo, Ciani Sciolla and Durante, 2022). For example the EU AI Act was passed by the 

European Parliament in June 2023 and in the USA the NIST is developing a corresponding framework 

that deals with the corresponding risks in dealing with AI. These regulations are mainly targeted to-

wards protecting the end users and thus ensuring product safety. From an industry perspective this is a 

very important point, but risk in operations and production processes needs to be targeted as well. 

Thus, industry needs to establish holistic RM approaches taking the specifics of industry and AI into 

account. To the best of our knowledge, no overview of requirements, existing approaches or challeng-

es of implementing a RM framework in industry exists so far. 
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3 Procedure 

To analyze RM approaches for AI in industry, a Structured Literature Review (SLR) was conducted. 

The authors followed the approach proposed by Webster & Watson (Webster and Watson, 2002). The 

relevant publications were identified by defining primary and secondary expressions that appear to be 

relevant for the corresponding subject area (e.g. RM, artificial intelligence, regulation), whereby inter-

nationally common abbreviations were also taken into consideration (e.g. RM, AI etc.). The relevant 

journals, proceedings and other conference papers were also clarified via the search results (i.e. fre-

quency of occurrence). The authors focused on key journals of every of the relevant four domains 

according to VHB
1
 to investigate the best publications in a rigorous way (Webster and Watson, 2002). 

As an overview, the search terms were clustered into those domains (based on the VHB categories) 

and the publishing journals were also taken into account. This enabled the researched publications to 

be categorized accordingly and summarized in a matrix (see Appendix). The timespan-period of rele-

vant publications was set from 2015 to 2023, since the topic around RM of AI has only become in-

creasingly important in recent years. 

The authors used Scopus, Web of Science and Google Scholar as target databases. The search focused 

on the presence of at least two secondary keywords or one primary keyword (regarding the title of the 

publications and their defined keywords). The terms risk management, artificial intelligence, AI, in-

dustry 4.0 and supply chain were used as primary keywords and the terms framework, regulation, gov-

ernance, auditing and certification as secondary keywords (see Appendix). The search led to 226 pub-

lications in total (see Figure 1). 

 

Figure 1. Visual Illustration of Structured Literature Review 

Since a large number of these publications were published in several databases, a total of 101 dupli-

cate records had to be removed. This left 125 publications for a corresponding abstract screening. A 

further 47 publications were excluded because they primarily focused on medicine or pharma. The 

                                                      

1 https://vhbonline.org/wk-/-fachgruppen 
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subsequent content analysis of full texts was carried out with 78 relevant publications and a further 43 

were excluded from the SLR because they did not address the selected topic. Some publications were 

included here that focused on how to do RM with AI. However, since these cannot contribute to an-

swering the present RQ, these publications were also excluded. As a result of this procedure, 35 pub-

lications remained for the SLR. 

The authors analyzed these remaining 35 publications by applying the qualitative content analysis 

according to Mayring (Mayring, 2015). The content description of each individual publication was 

summarized in tabular form in order to provide an overview of the approaches to the subject area (RM 

of AI in industry). In the next step, the risks of AI in industry were identified and the approaches of 

RM of industrial AI applications were determined. Numerous frameworks in different areas have 

emerged as approaches to risk minimization (governmental and organizational). The authors examined 

these frameworks from the perspective of their implementation (design) phase, their operation and the 

necessary control and monitoring phase. The knowledge gained from this formed the basis for recom-

mendations for corresponding regulators of AI applications in industrial surroundings. Finally, the 

results were interpreted and synthesized in a concept-centric way, as proposed by Webster & Watson 

(Webster and Watson, 2002). 

4 Discussion of Results 

As a result of the SLR we identified the major risks of AI in industry and found different approaches 

how organizations deal with AI risks in industrial settings. In this context, regulation of algorithms 

and governance, certification and auditing of AI applications were identified as core approaches. 

The results are structured regarding to the following phases: planning-/development phase, in the 

operational phase and in the control-/monitoring phase. 

4.1 AI Risks in Industry 

AI applications are getting more and more popular as they offer many advances to optimize industrial 

processes (Jaekel et al., 2022; Ralph and Stockinger, 2020). As a result, AI applications are deployed 

in numerous settings, thus the associated risks have also increased substantially (Zhang et al., 2022). 

AI is primarily based on historical data and learns independently from humans and is therefore prone 

to errors (Nikitaeva and Salem, 2022). If AI models are not sufficiently trained, validated or moni-

tored, there is a risk of erroneous decisions or predictions that could lead to errors in production or 

other operational processes along the corporate SC (Vyhmeister, Gonzalez-Castane and Östbergy, 

2023). 

Since AI applications base on models trained with extensive amounts of data, the primary internal IT 

risks in the context of AI in the industry are model risks and data risks (Zhang et al., 2022). Hence, 

both incorrect data (data bias) and the underlying models for processing the data (model bias) can lead 

to erroneous AI outcomes and thus to risks for the stability of an SC (Gopal et al., 2022). For example, 

incorrect predictions of production figures could arise or AI-based quality controls in the manufactur-

ing process could fail (Kehayov, Holder and Koch, 2022). Additionally, AI systems can be vulnerable 

to cyberattacks or hacks (external IT risks), which can lead to data leaks, production downtime, or 

other security-related issues (Zhang et al., 2022). In addition, the enormous complexity of AI models 

often results in a lack of transparency and explainability (Vyhmeister, Gonzalez-Castane and Östber-

gy, 2023). AI models are therefore often viewed as ‘black boxes’ because they use complex algo-

rithms that are difficult to understand and their decision-making path almost impossible to follow. For 

this reason, AI-supported decisions in the manufacturing process can hardly be traced, which means 

that the industrial user is exposed to high risks (Arinez et al., 2020). This lack of transparency can lead 

to lower acceptance of AI systems by employees, customers or regulators (Cheatham, Javanmardian 

and Samandari, 2019). 



Somer, P. & Thalmann, S. / AI Risk Management in Industry 

 

 

The 15
th
 Mediterranean Conference on Information Systems (MCIS) and the 6

th
 Middle East & North Africa 

Conference on digital Information Systems (MENACIS), Madrid 2023  6 

 

 

Another risk factor is the lack of consideration for human-machine interaction (Bécue, Praça and Ga-

ma, 2021). The human oversight or ‘Human in the Loop’ and thus human responsibility must be en-

sured (Bannister and Connolly, 2020; Mosqueira-Rey et al., 2023). If this risk aspect is not taken into 

account, especially in autonomous transport systems, manufacturing, and infrastructure systems, ethi-

cal questions arise regarding the safety of workers involved (Cheatham, Javanmardian and Samandari, 

2019). 

The application of AI in the manufacturing industry is subject to various regulatory requirements, such 

as data protection, liability and compliance. Even if there are no uniform regulations to date, compa-

nies must ensure that they comply with existing regulations in order to minimize legal risks. Conse-

quently, numerous frameworks relating to RM of AI are currently being established to minimize the 

corresponding risks and their probability of occurrence (Nikitaeva and Salem, 2022). The implementa-

tion of a corresponding RM framework for AI applications is usually divided into three phases. These 

are to be subdivided into the planning phase (design), the operational phase (operation) and the control 

and monitoring phase (control). 

4.2 Design of AI Risk Management Frameworks 

Based on the analysis of the literature we identified four relevant key activities during the design of a 

RM Framework for industrial AI applications: 

First, the identification of AI use cases as well as their description along the entire SC is essential 

(Stuurman and Lachaud, 2022). This limitation of the company's internal fields of application subse-

quently leads to a clarification of the scope and the boundaries of the AI-supported system (Zhang et 

al., 2022). In this context, typical applications in industry are, for example, (mobile) fraud detection, 

float optimization with regard to internal processes, accident propensity prediction, and predictive 

maintenance (Masood and Hashmi, 2019). The use of specified templates is recommended here, with 

which use cases can also be explained to other actors involved (Brunnbauer, Piller and Rothlauf, 

2021). These templates should at least contain a description of their own application and its dependen-

cy on other use cases, ideally also the associated risks and probabilities of occurrence (Balamurugan et 

al., 2019). In addition, in the industrial sector, the understanding of the production processes (business 

understanding) and the connection with the existing data (data understanding) is important to map the 

individual entrepreneurial needs (Brunnbauer, Piller and Rothlauf, 2021). Completely formulated use 

cases can be prioritized in a second round to plan their concrete order and final implementation 

(Greiner, Berger and Böck, 2022). At this point it makes sense to identify the potential risks of the 

individual use cases and to formulate the options for risk mitigation (Aristi Baquero et al., 2020; Lau-

terbach, 2019). As a result, this analysis is also important to evaluate whether the maturity-level of the 

current IT system is even capable of deploying a corresponding RM framework for AI (Mäntymäki et 

al., 2022; Quest et al., 2022). If it is determined that the existing IT solutions are not sufficient to im-

plement an adequate RM framework successfully, it is necessary to define the requirements at this 

point (Wirtz, Weyerer and Kehl, 2022). 

After inspection of the suitability of the company’s IT is clarified, it is recommendable to screen exist-

ing published frameworks in advance and examine them for their eligibility for use in the company 

(Butcher and Beridze, 2019). The evaluation and adaptation of existing RM frameworks usually 

makes more sense than the implementation of completely new approaches, since this allows the ad-

vantages and experiences of existing RM frameworks to be taken into account (Almeida, dos Santos 

and Farias, 2021). The layered model for AI risk regulation (Wirtz, Weyerer and Kehl, 2022) and the 

three-stage model (Clarity, Breadth and Nuance) for alleviating AI risks can be mentioned here as 

examples (Cheatham, Javanmardian and Samandari, 2019). At this point, it is advisable to ensure that 

the researched frameworks are used in the same industry or at least for the same purpose in terms of 

risk minimization of similar AI applications (Chesterman, 2019). This can optimize and facilitate the 
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elaboration and implementation of an adequate RM framework (Cheatham, Javanmardian and Sa-

mandari, 2019). 

Another challenging step in the design phase of an AI RM Framework is the consideration of risk 

measurement and quantification (Bannister and Connolly, 2020). Based on the previously defined 

use cases, the focus here is on the identification of corresponding risks and their effects and probabil-

ity of occurrence (Wirtz, Weyerer and Sturm, 2020). Especially in industry, the question arises which 

process should be handled by humans or AI and how the resulting risks can be measured and quanti-

fied in advance (Schneider et al., 2022). This is necessary to measurably compare corresponding risks 

with expected benefits. Based on classic model risk management, it is advisable to adapt the elements 

for risk assessment (Aristi Baquero et al., 2020). Taking into account the corresponding AI application 

and the respective use case, the following components should be considered in the RM Framework: 

type of algorithm, transparency, comprehensibility, and impact (Bannister and Connolly, 2020). 

Finally, when implementing a RM framework for AI, the consideration of legal aspects in the indus-

trial environment is important (Chambers, 2021; Mäntymäki et al., 2022). This requires an overview 

of the applicable national AI regulations, which must be taken into account in any case (Mäntymäki et 

al., 2022), although these governmental policies typically lag behind technological developments con-

cerning AI (Stuurman and Lachaud, 2022). Nevertheless, it is advisable to implement any RM frame-

works in accordance with international AI governance rules (Chambers, 2021; Ellul et al., 2021). Due 

to the current research and the rapid spread of the use of AI applications, it can be assumed that there 

will be internationally similar approaches and governmental rules to regulate AI in the future – at least 

in the medium term. 

Overall, an appropriate RM framework should be designed as a support tool to mitigate industrial risks 

under consideration of existing legal regulations (Quest et al., 2022). The most important aspect in 

relation to industrial risks from the use of AI is the maintenance of machine performance with opti-

mized process flows, which means that the RM framework must be able to minimize potential deficits 

in the areas mentioned (Nikitaeva and Salem, 2022). As a result of this, the design of a corresponding 

framework must at least ensure that is able to support safety and reliability of AI in the company 

(Zhang et al., 2022). However, it should not contain any requirements that restrict AI innovation and 

thereby disrupt agile working methods (Aristi Baquero et al., 2020; Wirtz, Weyerer and Kehl, 2022). 

In addition, conditions should already be established in the course of the design, which enable dynam-

ic regulation of algorithms (Almeida, dos Santos and Farias, 2021; Chambers, 2021). The need for this 

arises on the one hand from the rapid technological developments in the field of AI and on the other 

hand from the currently volatile legal policies, which are not yet standardized internationally (Niki-

taeva and Salem, 2022). 

4.3 Operation of AI 

With regard to the operation of AI in industrial applications, a corresponding RM framework must 

also meet proper requirements. One of the most important principles is that an AI application is never 

operated without human oversight as part of a corresponding risk mitigation strategy (Stuurman and 

Lachaud, 2022). In many cases, the use of corresponding AI applications in industry can therefore 

only be regarded as a supporting assistance, since wrong decisions by algorithms can lead to fatal con-

sequences (machine downtime, supply bottlenecks as a result of wrong procurement decisions, etc.). 

The collaboration between humans and AI should therefore not be limited to the development phase 

(Mosqueira-Rey et al., 2023). For this reason, the use of explainable approaches (such as XAI) 

seems advantageous, so that both the reasons for decisions and their connections can be representable 

in the RM framework. In addition, a corresponding RM framework should be designed in such a way 

that cross-departmental compliance requirements are defined and taken into account (Cheatham, Ja-

vanmardian and Samandari, 2019). However, corresponding internal company user rules for algo-

rithm-based decision making must also be defined. 
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For security reasons, an integrated corporate disaster management must also be included at this 

point (including respective action plan) to minimize any damage resulting from the operation of AI in 

industry (Bannister and Connolly, 2020). Even if the majority of resulting errors in dealing with AI are 

caused by human actions (Senders and Moray, 2020), the organizational embedding of humans in the 

AI loop is essential. Ultimately, only the permanent consideration of humans in the loop as the highest 

control body can reduce the probability of errors occurring as a result of AI (Almeida, dos Santos and 

Farias, 2021; Lauterbach, 2019). This should be integrated into the RM framework and ideally be ex-

tended by appropriate risk classifications in terms of scope and scale to optimize early risk detection 

and risk prevention (Wirtz, Weyerer and Kehl, 2022). The factor of early detection appears to be es-

sential, especially in the manufacturing process, since errors in consecutive process handling continue 

to cause enormous costs (interrupted SC, machine downtime, increased production rejects, etc.). For 

this reason, the transparency of autonomous systems is also an important risk minimization factor in 

the industrial environment to minimize algorithmic bias (Arslan, 2020; Chesterman, 2019; Zhang et 

al., 2022). Since both the possible applications and the potential of AI in an industrial context are 

promising, from the point of view of RM, corresponding requirements for algorithm-based decision 

making are necessary and must therefore be mapped in a suitable RM framework (Zhang et al., 2022). 

4.4 Control and Monitoring of AI 

With regard to the control and monitoring phase, a suitable RM framework must be able to cover two 

fundamental approaches to risk regulation, namely the consideration of regulation ex ante and regu-

lation ex post (Butcher and Beridze, 2019). On the one hand, regulations that are already considered 

in the design phase and, in turn, those that arise from problems during operation will have to be taken 

into account. In course of this, it must be ensured that the control systems meet the industry-specific 

requirements and are in line with legal regulations (Butcher and Beridze, 2019). In the design phase, 

control mechanisms to manage analytical risks are usually applied after development is complete 

(Aristi Baquero et al., 2020). In the subsequent deployment, continuous regulatory monitoring and 

reporting usually starts. Here, the implementation of regulatory metrics in the RM framework based on 

individual needs is highly recommended (Kurshan, Shen and Chen, 2020). 

Referring to the embedding of control mechanisms in the course of implementing a RM framework, 

the use of corresponding scenarios is recommended (Aristi Baquero et al., 2020). These should be 

similar to common RM models and broken down into best case, most likely case and worst case 

(Chambers, 2021). In general, the control and monitoring should take into account all risks of AI in 

operation, but those that are essential for maintaining the stability and performance of the SC and the 

manufacturing process are primarily mapped (Zhang et al., 2022). Since machines are nowadays in-

creasingly networked as part of Industry 4.0, it must be ensured in the monitoring phase that machine 

data is available in real time and analyzed in order to reveal corresponding risks in the SC process 

flow (machine breakdowns, robot malfunctions, etc.) as quickly as possible to identify and mitigate 

their consequences (Deshpande and Jogdand, 2020; Kim et al., 2022). 

The practical implementation of appropriate control mechanisms in a RM framework to reduce the 

occurrence of respective risks is recommended in three related steps (Aristi Baquero et al., 2020): 

context monitoring (consideration of regulatory or legal changes, company policy changes and con-

sideration of usage appropriateness etc.), model monitoring (data drift, model metrics, bias metrics 

etc.) and model maintenance (database of metrics and trend tracking, model optimization and updates 

of respective documentation etc.). The monitoring steps mentioned should ensure that the industrial 

company is able to continuously monitor and manage bias risk in production processes (Aristi Baquero 

et al., 2020). Since the primary objective here is to minimize the error rate of decisions using AI to 

protect the stability of the SC, additional internal and external audits can be specified in the RM 

framework (Arslan, 2020; Ellul et al., 2021). 
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5 Research Agenda and Implications 

5.1 Research Agenda for AI in industry 

Based on the presented findings and their implications, we can identify several research areas that 

should be pursued. These findings have led us to develop a research agenda specifically focused on 

managing the RM of industrial AI. It is important to acknowledge that in the industrial environment 

the requirements for a risk minimization framework significantly differ from those in other societal 

domains (Nikitaeva and Salem, 2022; Zhang et al., 2022). 

First, future research in RM of AI in industry should consider the unique challenges and complexities 

inherent to industrial settings. These may include factors such as high-stakes decision-making, safety-

critical operations, and complex systems integration (Vyhmeister, Gonzalez-Castane and Östbergy, 

2023). Our work show that some scattered challenges are mentioned in literature, but neither a com-

prehensive empirical inquiry nor a systematic conceptual work is currently available. 

Second, specific and holistic RM for industrial AI applications does not exist yet. We found several 

attempts focusing on specific aspects or phases, but no approach covering the entire industrial RM life 

cycle. Thus, research and practice should put emphasis on the development and evaluation of industry-

specific RM frameworks for AI (Nikitaeva and Salem, 2022). 

Third, a classification of AI use cases in industry seems promising to guide practitioners as well as 

researchers. The classification of use cases should be discussed in the light of the industrial RM. In 

this regard it seems particular relevant to focus on sensitive industrial use cases in which the use of AI 

is generally recommended and beneficial, but currently not implemented due to the existing high risk 

potential (Brunnbauer, Piller and Rothlauf, 2021). It is important to work out the impact of the risk 

together with the corresponding industrial escalation levels and concrete preventive measures. 

Fourth, a classification of risk mitigation strategies and measures for AI in industry is needed. Hither-

to, we found general approaches and scattered discussion about industry-specific requirements. But a 

comprehensive work on measures taking the specifics of AI in industry into account is missing so far. 

Specifically, it seems promising to investigate which approaches are suitable for which industrial use 

cases and which are not. Existing RM frameworks should be examined for their aptitude in all sub-

areas of manufacturing industry and, if necessary, checked whether they could be extended for sensi-

tive industrial AI use cases (Vyhmeister, Gonzalez-Castane and Östbergy, 2023). Furthermore, it 

seems promising to investigate which measures are in line with existing industry standards or if indus-

try standards need to be revised. 

Fifth, exploring the implementation of suitable RM frameworks for AI within a broader context of 

organizational AI governance seems promising. Previous discussions on AI RM in industry have fo-

cused on isolated aspects so far. However, with the introduction of emerging regulations, such as the 

EU AI Act, a more comprehensive and holistic perspective is now required, particularly for high-risk 

use cases (Mäntymäki et al., 2022; Papagiannidis et al., 2023). As a part of this research avenue, fu-

ture research should aim to investigate techniques for real-time risk assessment and mitigation while 

considering the impact of emerging no- and low-code data analytics as a service platform (Pangsuban, 

Nilsook and Wannapiroon, 2020). These platforms play an increasingly significant role in industrial 

AI and should be integrated into the overall RM framework. 

Sixth, it is essential for research to concentrate on developing approaches to mitigate the challenges 

associated with RM in the context of AI. One significant challenge in this regard is the black-box na-

ture of AI systems, which poses a particular obstacle for effective human-AI interaction (Savage, 

2022). Therefore, exploring methods that enhance explainability and interpretability of AI models in 

industrial contexts holds significant promise (Gashi and Vuković et al., 2022; Polzer et al., 2022). 

Additionally, it is crucial to investigate into the concepts of the implementation of human-in-the-loop 

and human oversight, which have been frequently mentioned in the literature as suitable mitigation 
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strategies (Mosqueira-Rey et al., 2023), but require careful design of the interaction between humans 

and AI (Kloker et al., 2022). However, the implementation and enforcement of these strategies in real-

world industrial settings remain unclear and require further investigation. Finally, the exploration of 

ethical and legal implications related to the deployment of AI in high-risk industrial environments is 

an area that has not been thoroughly scrutinized yet (Mäntymäki et al., 2022). Understanding and ad-

dressing these implications are of importance to ensure the responsible and accountable use of AI 

technologies in industry (Königstorfer and Thalmann, 2022). 

5.2 Implications 

From a managerial point of view, the rapid adoption of AI in industry, driven by technological ad-

vancements, has created significant risks for industrial companies that need to be managed effectively 

(Kehayov, Holder and Koch, 2022; Kim et al., 2022). Implementing robust RM frameworks specific 

to industrial settings is crucial to mitigate these risks (Nikitaeva and Salem, 2022; Vyhmeister, Gonza-

lez-Castane and Östbergy, 2023). Industrial companies must find ways to balance increasing AI adop-

tion rates with the management of associated risks to remain competitive (Na et al., 2022). Specifical-

ly, industry-specific approaches to AI RM should be developed to meet the unique needs of each sec-

tor (Jaekel et al., 2022). In this regard our research agenda provides guidance for important areas con-

cerning AI development. 

From a scientific perspective, we showed that existing RM approaches focus on the influence of data 

processing on people, organizations, and society, but do not adequately consider the unique character-

istics of AI systems, where machines learn and make independent decisions (Al-Qudah, 2022; How-

ard, 2019). Future theoretical models should incorporate the decision-making power of AI systems to 

provide a comprehensive understanding of AI RM (Amraoui et al., 2019). Furthermore, existing ma-

chine directives in engineering sciences, such as industrial mechanical engineering, need to be ex-

panded or adapted to account for the increased influence of AI in risk assessment for industrial appli-

cations. Our research agenda clearly points out the most relevant and urgent areas in industrial RM for 

AI. 

From a policy perspective, managing the risks of industrial AI applications requires a combination of 

technical tools and consensus-driven standards (Butcher and Beridze, 2019). Regulatory frameworks 

must satisfy both individual company needs and legal requirements, considering potential rapid 

changes in governmental rules (Cath, 2018; Lauterbach, 2019). It is advisable to incorporate estab-

lished tools such as model interpretability, bias detection, and performance monitoring into the regula-

tory measures (Aristi Baquero et al., 2020; Kurshan, Shen and Chen, 2020). Additionally, the inclu-

sion of specific roles can provide added value for risk mitigation (Ellul et al., 2021). 

5.3 Conclusion 

The fourth industrial revolution (Industry 4.0) became reality and has greatly accelerated the process 

of digital transformation in the industrial landscape (Dohale et al., 2023). Consequently, the technical 

features and their practical application in practice have continued to rapidly evolve (Ralph and Stock-

inger, 2020). The use of AI has also has also been progressively increasing in recent years, accompa-

nied by an escalation in the associated risks for users (Wirtz, Weyerer and Kehl, 2022). For this rea-

son, the topic of RM of AI is currently a hot topic for regulators worldwide. Both the NIST on the US 

side and the European Commission (implementation of the EU AI Act) are actively working to devel-

op solutions to regulate the risks posed by these technologies. However, the approaches developed so 

far are primarily focussing on the protection of persons and personal data (in terms of ethics and val-

ues), which is of minor importance in the industrial context. Consequently, the requirements for risk-

minimizing approaches are fundamentally different. In the industrial context, RM aims to minimize 

risks associated with decisions made by AI and is primarily concerned with the performance of pro-

cesses and the stability of the corporate SC (Baryannis et al., 2019). 
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For this reason, the present paper is intended to bring up a contribution by carrying out the question, 

which approaches to manage risks of industrial AI applications exist in the relevant literature. 

Based on this existing research gap, the authors conducted a SLR (Webster and Watson, 2002). The 

most important finding from the SLR is the fact that there is hardly any industry-specific framework in 

relation to RM from AI. The approaches found often have insufficient industrial focus and are there-

fore not able to meet their requirements. For this reason, the adoption rate of AI in industrial applica-

tions is lower than in those from other fields of application due to their high risk potential (Battistoni 

et al., 2023). In conclusion, a research agenda with six promising areas for research on RM of AI in 

industry was proposed. 
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