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Abstract. The article provides a solution to the problem of identify-
ing anomalous situations in information and telecommunication systems,
based on artificial intelligence methods. The presented method for iden-
tifying an anomalous situation is based on processing the received tu-
ples of network traffic packet values using various classification models.
The proposed solution improves the identification accuracy and makes it
possible to use classification algorithms optimized for different types of
events and anomalies, trained on various training samples, presented in
the form of tuples of network packet parameters. The difference between
the algorithms is achieved by introducing an imbalance in the training
samples. The paper describes the experiment using Naive Bayes, Hoeffd-
ing Tree, J48, Random Forest, Random Tree, REP Tree machine learning
classification algorithms, and the Multilayer Perceptron neural network.
The method can be applied in information security monitoring systems
when analyzing network traffic. A feature of the proposed solution is the
possibility of its scaling and combination by adding new algorithms for
classification of machine learning.

Keywords: Anomaly detection - Network traffic - Information security.

1 Introduction

The functioning of information and telecommunication systems (ITS) requires
continuous monitoring of the emergence of various failures and collisions re-
lated to a network traffic processing. The development of the Industrial Internet
and the Industrial Internet of Things (IoT) concepts causes the need to assess
the performance, functional safety of individual network devices and network
segments formed by them. The status analysis is carried out using various mon-
itors processing internal and external information containing statistical data of
network packets and their processing indicators. As a result, multidimensional
time series and tuples of values appear that contain a time-variable parameters
reflecting the functioning of the system.
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The growth and the constant accumulation of network traffic information in
various segments of Industrial networks and IoT necessitates the use of artificial
intelligence methods for processing time series and tuples of values in order to
detect anomalies.

Depending on the tasks of analyzing the status of information security of
communication channels and the ITS itself, a number of directions based on
classification, clustering and forecasting can be distinguished [1-4].

The implementation of such approaches causes certain difficulties. During
the operation of the IoT devices, conflicts may occur both at the level of the
information system and a separate network segment or device that influence
the processes of receiving and transmitting information, increase the loading
of communication channels, reduce the performance and processing speed of
commands and messages [5-7]. Detection and preventing such situations requires
improving models, methods for monitoring the state, allowing to analyze causal
relationships and transitions. Adaptation of methods of statistical analysis, the
formation of precedent, event models makes it possible to forecast to prevent
negative consequences [5-10].

The detection of an anomalous situation in a network segment is based on
statistical information of traffic in various modes and states and is carried out
using neural networks, Markov models, machine learning methods, and others.
The formed tuples of features have the form of patterns intended for analyzing
the behavior of the device in various modes of operation [11-14].

The main disadvantage of existing approaches is that the systems that im-
plement them may not always be effective in the face of constant changes in
configuration and architecture. In this regard, it becomes necessary to develop
and adapt methods for analyzing information that are resistant to changing op-
erating conditions, providing a given completeness and accuracy of detecting
anomalous situations.

The purpose of this work is to improve the quality indicators of event identi-
fication in network traffic by using an ensemble of algorithms trained on various
unbalanced training samples. The proposed solution is aimed at achieving a va-
riety of classifiers. The resulting effect of the spread of the algorithms’ answers
is smoothed out by applying the voting procedure.

2 The proposed approach

Modern network traffic analysis in most cases is based on machine learning meth-
ods. Automatic, without the participation of an expert, feature extraction and
versatility are undoubtedly positive qualities of such approaches. However, due to
the specifics of the field of information security, attacks on devices, networks and
telecommunications used by an attacker each time have a certain “novelty” and
uniqueness. On the other hand, the share of secure connections (P2P services,
HTTPS), where traffic is compressed and encrypted, is increasing. Consequently,
problematic situations may arise associated with the functioning of algorithms,
input parameters, the extraction of analyzed features and their interpretation
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for various kinds of information influences and attacks. In this regard, a method
for identifying an anomalous situation in an information and telecommunication
system is proposed, based on bagging, which ideally makes it possible to analyze
the destructive effects on the I'TS by comparing the results of several classifiers.

A formalized description of the construction of an ensemble of classifying
algorithms is presented in [11,15-17].

In general, the problem looks like this. There is a sample where the values
of the studied parameters are obtained for various states, which allows us to
associate a set of tuples from the set X with each state.

X; = (z1,...,x,) contains a tuple of n > 2 length values.

The set of states is defined by tuples {X3, Xo,..., X,,,} € X where m is the
number of records in the sample, reflecting the behavior of the process in various
states. Each state is assigned a label of a binary set of a subset of dangerous C
and safe Cy states.

Thus, there is a labeled final training set. It is necessary for the input tuple
of values X; to construct a classification algorithm a = {by, b, ..., b }, mapping
X — C, where k is the number of basic classifying algorithms in the ensemble.

During the operation of the classification algorithm, an error occurs, which
can be smoothed out by a sequence of independently trained basic classifiers
bg.q=1,...,k [17,18].

The response of the algorithm b,(X;), obtained as a result of the work, allows
us to determine the class of subsets C;,j = 1,2, belonging to the binary set of
classes of dangerous and safe states C.

The result of the operation of the algorithms by, q = 1, ..., k separately is the
probability that the input tuple X; belongs to the class of states:

be(Xs) = mawj=1 2Py (Cj|X5). (1)

The resulting class predicted by the ensemble of classifiers for a tuple X; can
be determined based on the values of the functions F; and Fj for the binary
subset Cy and Cs:

k

Fy(by(Xi), o be(X0)) = 1/k > Py(Ch]X5), (2)
q=1
k

Fay(b1(Xi), ooy bi(Xi)) = 1/k Y Py(Ca] X). (3)

The implementation of the ensemble of basic algorithms is described by the
expression:

b(Xi) = f(F1(b1(Xi), oo b (X4)), F2(b1(Xi), s bk (X)), (4)

where f is the decision rule that allows you to determine the probabilistic esti-
mate and establish the class number.

Thus, the given solution uses a binary classification. The formalization is
summarized by a decision rule that translates the grade into a class number. To
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calculate the results of the ensemble under consideration, an auxiliary set (space
of estimates) is used.

In order to achieve the difference between the algorithms included in the
model, their training occurs independently of each other, both on randomly
selected and unbalanced subsets of the training sample. The work examines the
quality indicators of the ensemble when an unbalanced sample is used.

3 Experimental study of an ensemble of classifiers

Experimental evaluation of the considered approach was carried out on the NSL-
KDD dataset which having 41 attributes and one more attribute for class. The
dataset contains more than 30 types of attacks. These attacks can be divided
in four different types with some common properties. These categories attacks
include Denial of Service (DoS), Probe, Remote to Local (R2L), User to Root
(U2R) attacks. Detailed description of the data set is presented in the works
[18,19)].

As part of the experiment, a binary classification of the states of a telecom-
munication system (identification of parasitic and normal traffic) was carried
out.

One of the problematic issues was the composition of the ensemble of classi-
fiers. There are only some recommended rules related to the formation of training
samples. Most of the research is devoted to the use of “weak” classifying algo-
rithms in the ensemble. In a number of works, in order to ensure conditions aimed
at achieving the “difference” of classifiers, it is recommended not to use train-
ing subsamples that are resistant to change [20,21]. The use of exact classifiers
in conjunction with relatively weak classifiers [22] is considered, combinations
of ensembles, in which there are algorithms unequal in terms of quality indica-
tors, are investigated [22-25]. Approaches using stacking, blending, multilevel
stacking are presented [18, 21, 22].

To date, there are no regulated rules for forming the composition of an ensem-
ble, which requires additional research and experiments. The choice of the model
is based on the problem, where the composition of the algorithms is determined
in advance, and its change will be difficult.

In the case of functioning in an autonomous mode, depending on the condi-
tions, arising anomalies, training opportunities and the formation of a training
sample, classifiers can be both strong and weak. In this regard, it is necessary
to investigate the characteristics in different situations.

The formation of a training sample is an important component for the devel-
opment of a successful model [18, 26, 27]. There are certain recommendations for
the formation of training sets, but in practice their implementation is difficult.
It is not always possible to obtain the probability of the appearance of objects
and signs equal to the probability of their appearance in the general population.
Problematic issues in the formation of training samples are associated with the
detection, separation and correct interpretation of background and significant
patterns, the absence of training objects of a certain type and elements of the
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feature system, inaccurate ranges of values of variables, imbalance, the appear-
ance of external patterns associated with the conditions for the formation of a
training set [26].

In the experiment, the case of voting was considered, when both strong and
weak classifiers participated in the ensemble, the diversity of which was formed
by the training sample. The assessment was carried out for classifiers: Naive
Bayes (NB), Hoeffding Tree (HT), J48, Random Forest (RF), Random Tree

(RT), REP Tree (REP). The analysis results were obtained using the free Weka
software.

The sample was marked up and divided into two parts, one of which was
used as training, and the other was used for testing. The data structure vector
included more than 40 attribute values, which are described in [19].

The resulting dataset of the network traffic is considered as a sequence of
tuples of values (1) of heterogeneous packet, about 50% of which reflects the
normal traffic and 50% is the parasitic.

The set was divided in proportions 20/80, 40/60, 60/40 and 80/20, where
the upper part of the proportion shows the value of the sample for training, and
the lower part for testing.

The classification algorithms were trained using the standard Weka settings.
The correspondence of the tuples of the tested sample to one of the classes of
dangerous or safe states was determined by expressions (2), (3) and (4).

The training samples were formed artificially. Initially, it was assumed that
the structure is unbalanced; for each classifier, individual events are presented
with different frequencies.

Figure 1 shows an example of sample modification, when each classifier was
)
given its own “competence area”.
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Fig. 1. Sample modification. (a) is a whole sample, (b) is an example of an unbalanced
sample for a single classifier.
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A typical situation was simulated when the classifier can show good results
on the training set, but the quality indicators fall when working with test (in the
simulated case) or real data, i.e., unaccounted features appear and the training
set does not fully reflect the general population.

In the first part of the experiment, classification was carried out using ma-
chine learning algorithms - NB, HT, J48, RF, RT, REP. Assessment of classifiers
was carried out on the basis of the area under the ROC-curve (AUC) [26] for

the test set (Figure 2).
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Fig. 2. Assessment of the quality of classifiers by the area under the ROC-curve with
balanced (a) and unbalanced (b) training sample in ratios 20/80, 40/60, 60/40, 80/20.

The figure shows the sample size of experimental data from the dataset and
the quality of algorithms for binary classification. The histogram (figure, b)
makes it possible to determine the “weak” and “strong” classifiers that arose
after the use of unbalanced training samples as a result of incomplete features,
incorrect determination of dependencies, etc. The classifiers were assessed based
on the values of the Accuracy, Precision, Recall, F-Measure parameters. The
obtained experimental values are presented in Figure 3.

In the second part of the experiment, an ensemble of classifiers is implemented
(3). The incoming data were simultaneously processed by all algorithms, and on
the basis of expressions (2) and (3), the class of the subset was determined,
which was compared with the pre-labeled test set.

For the analysis of the ensemble of classifiers, AUC and an indicator of the
overall accuracy of the sequence of classifiers were selected. The results obtained
after using the ensemble are shown in Figure 4 (a). The third part of the ex-
periment uses the Multilayer Perceptron (MLP) neural network. The results are
shown in Figure 4 (b).

A comparative table for the AUC parameter for all classifiers is shown in
Figure 5.
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The results of testing the open NSL-KDD dataset with machine learning clas-
sifiers implemented in the Weka application, using bagging, showed an accuracy
of more than 99%, even on a relatively small training set.

The main advantage of the proposed solution is that a relatively small sam-
ple is sufficient to achieve results comparable with other methods [19, 20, 23].
In contrast to traditional approaches to the formation of a training set for al-
gorithms, imbalanced training samples are created, which makes it possible to
achieve a “variety” of classifiers [18, 21, 25, 26]. The classification algorithms are
adjusted for different types of events and anomalies, and the resulting effect of
the scatter of responses is smoothed by an ensemble. Each classifier “specializes”
on a certain part of events, which allows it to be adapted to different conditions
of network segments functioning.

Among the disadvantages of the proposed approach, it is necessary to note the
sensitivity of the classification algorithms to the bias of responses. It is necessary
to analyze the data, feature space and classifiers in advance for the possibility
of this effect. In the case of its strong influence, the results of the ensemble can
be significantly reduced.

4 Conclusion

The growing volume of network traffic necessitates the development of models,
methods of its analysis in order to identify destructive influences and anomalous
situations. The number of new types of attacks, malicious sites, and methods
of introducing unauthorized software is constantly increasing. In this regard, it
is necessary to analyze a large number of parameters of network information
exchange.

One of the main indicators of monitoring systems is the accuracy of state
identification. The paper proposes a method based on bagging classifiers to
identify anomalous situations in network traffic. Taking into account the large
number of processed indicators, the proposed approach allows obtaining results
acceptable in terms of accuracy, smoothing out potential errors of heterogeneous
classifiers. The variety of classifiers is achieved by using unbalanced training sam-
ples. When using the ensemble, as the volume of the training sample increases,
an increase in accuracy is observed.

The method has a limitation associated with the possible manifestation of
the effect of displacement of responses by classifying algorithms. In this regard,
before use, there is a need for additional research of data and classifiers.

The advantage is the ability to scale and combine it by adding new classify-
ing algorithms, taking into account the parameters of network traffic in various
network segments.
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