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Abstract  

A Cloud computing allows to users to get 

computing resources and services over the internet 

in the form of an on-demand service using 

virtualization technology. While cloud resources are 

built in different locations so they need new 

strategies to manage the running of them.   
These strategies may contain more than one 

algorithm. In cloud computing system, scheduling 

system is the one of the main keys of system’s 

performance.The scheduling system doesn’t include 

task scheduling strategies only, but also it contains 

fault tolerance and load balancing strategies. 

Scheduling system is used in cloud management 

and handling failure. In this study, we discuss some 

scheduling algorithms and their advantages and 

disadvantages and compare with them.  
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Introduction  

Clouds are used for difffferent purposes and have 

numerous application areas. Clouds are defined as a 

large pool of easily accessible virtualized resources 

(such as hardware, development platforms and/or 

services) which can then be dynamically 

reconfigured to adjust to a variable load, allowing 

for optimum resource utilization [1]. One role of 

Clouds is to influence development process of 

software as a service. Currently, software 

engineering practices are far from ideal, and often 

the quality of the fifinal product sufferers 

Complexity of software development process is still 

very high, and many processes are still manually 

executed. An example of such process is the 

scheduling of hardware/software resources for 

multiple collaborating software engineering teams 

(e.g., development, system test, user-acceptance 

test/staging, etc.).Infrastructures based on Service-

Oriented Architecture (SOA) increase the severity 

of the problem. The flexible setup of SOA systems, 

and dependencies on other services, make the 

deployment of these systems complex in staged 

environments. Virtualization can help to reduce the 

cost of physical hardware, and simulation of 

application behavior can reduce the dependency on 

back-end systems and external services [2]. These 

simulators can be deployed using cloud 

infrastructures to create a flexible platform to 

support the software development and test teams. 

However, to fully exploit the benefits of 

virtualization and virtualized services, one still 

needs to carefully manage dependencies between 

different parts of the system to ensure that all 

services are in place, resources that are not required 

are not launched (or being turned down) for optimal 

resource usage. Without automated scheduling this 

task is very complex and error prone, and potential 

savings cannot be achieved. Fig 1[4]  

1  There are several interesting characteristics of 

cloud infrastructure architectures that render 

them appealing for future IT apps and services. [5]  

1.1 . Self-service on-demand  

Cloud resources, such as CUP time, storage, 

network connectivity, worker time, web apps, and 

so on, may be delegated to customers without any 

human association as required.  

1.2 . Cost-efficiency  

Cloud service providers' offerings are remarkably 

financially savvy, if not free. Pay according to usage 

is the charging model; there is no valid justification 

to acquire the base and, therefore, reduce 

maintenance costs.  



1.3 . Pooling Capital  

Into the Cloud are shared physical and simulated 

processing tools. As the client has no influence or 

details about their area, these services are not 

subject to the field.  

1.4 . Scalability  

Cloud computing's foundation is completely 

adaptable. Through small alterations to the cloud 

foundation and programming, cloud vendors will 

connect additional hubs and servers to the cloud.  

1.5 . Dependability  

It is done by the usage of multiple repetitive 

locations in cloud computing. High resilience 

renders the Cloud a perfect option for disaster relief 

and business-critical businesses.   

1.6 . Virtualization of  

Cloud infrastructure enables the user, from either 

terminal, to get service everywhere. Instead of a 

famous organization, the services it needs come 

from the cloud. Using a PC or a mobile phone, you 

can finish what you need through net service. 

Customers will safely accomplish or exchange it in 

a clear way, wherever, wherever. Clients should 

complete an assignment that cannot be 

accomplished on a single machine.  

2 Cloud providers can provide three services in 

the cloud:  

Software as a Service (SaaS)  
 Platform as a Service (PaaS)   Infrastructure as a 
Service (IaaS)  Fig. 2[3] illustrates these services.  
 

2.1 Public cloud   

Most services are offered in a public environment 

in which consumers can access a resource pool that 

is managed by a host corporation [4]. Because of its 

existence, this type of environment will pose 

important concerns regarding security issues [4].  

Private cloud   

A third party vendor provides the services which 

distinguish it from public accesses [4]. Therefore it 
is better than the previous development model 
because it prevents unauthorized access.  
   

2.2 Community cloud   

The cloud services are provided to a specified group 

where all members are entitled to equal access to the 

sheared services [4].   
  

2.3 Hybrid cloud   

The cloud services are provided as multiple cloud 

combustion (public cloud, private cloud, and 

community cloud) [4]. It might just inherit any kind 

of vulnerability or risk which resides within the 

parties listed above.  

3  CLOUD ARCHITECTURE  

The cloud computing architecture design has 

many elements and components as shown in Fig.3. 

All the elements are loosely coupled. The Front End 

components provide the applications and interface 

to access the cloud platform, which are clients, 

mobile devices.  
 

CLOUD ARCHITECTURE Fig3[13] 

4 TASK SCHEDULING [10]  

Cloud Service Provider’s Data Center has large 

number of Servers and other computing  

infrastructure. Thousands of Virtual Machines runs 

inside a data center to utilize the resources in best 

possible manner. Task Scheduling can be done to 

efficiently utilize the resources by allocating 

specific tasks to specific resources. It automatically 

improves the quality of service and performance. 

These task scheduling algorithms are categorized 

into two different categories, one is Batch Mode 

Heuristic Algorithms finds the task with lease 

execution time and then assigns the resource to that 



task which produces least execution time. If 

multiple resources provides the same amount of 

execution time, then resource is selected on a 

random basis.   
Various BMHA examples are FCFS Algorithm, 

Round-Robin Algorithm, Min-Min Algorithm and 

Max-Min Algorithm.  
 Online Mode Heuristic Algorithms works in a way 

that tasks are  

scheduled as they are arrived in the system.   
Some Important Terms that are used in these 

scheduling algorithms  
A.T= Arrival Time   
B.T= Burst Time   
C.T= Completion Time   

T.T = Turnaround Time = Completion Time - 

Arrival Time = C.T - A.T  

W. T = Waiting Time = Turnaround Time - 

Burst Time = T.T - B.T  

  

Fig4[11]Scheduling in cloud computing  

    

4.1 TASK SCHEDULING IN CLOUD COMPUTING 

ENVIRONMENT [15]  

Task scheduling is a procedure used to allocate 

incoming tasks to the available resources. The main 

goal of tasks scheduling algorithms is to maximize 

the resources utilization without affecting the 

service parameters of the cloud [14]. Figure.12 

shows the basic scheduling process which is done in 

the cloud environment. The figure shows that task 

scheduling is divided into three processes. The first 

process is the information providing process, in 

which the task scheduler collects task information 

and resources information from the task manager 

and the resource manager. The second process is a 

selection process, in which the target resource is 

selected based on specific parameters of the 

resource and the task. These parameters include task 

size, task priority, reliability factor, activity-based 

cost, and dynamic slotted length of the tasks. Then, 

the task scheduler sends the task allocation plan to 

the resource manager. The task distribution is the 

final process. In this process, the task manager 

allocates each task to the appropriate resources.   
  

  

Figure. 12 The figure shows that task 

scheduling is divided into three processes  

   

Scheduling in cloud computing is considered as a 

problem with a large solution space. Thus, it takes a 

long time to find an optimal solution. Deterministic 

scheduling algorithms are much easier and faster to 

implement because they are all designed based on 

one or a few rules for managing and arranging the 

tasks. However, these algorithms cannot find the 

optimal solution in a reasonable time, especially 

when the problem becomes complex or the number 

of tasks is too large.  
  

4.2 Tasks scheduling algorithms overview[8]  

Tasks scheduling algorithms are defined as the 

mechanism used to select the resources to execute 

tasks to get less waiting and execution time.  

4.3 Tasks scheduling algorithms definition and 

advantages[8]  

Tasks scheduling algorithms are defined as a set of 

rules and policies used to assign tasks to the 

suitable resources (CPU, memory, and bandwidth) 

to get the highest level possible of performance 

and resources utilization.   

• Manage cloud computing performance and QOS.  

• Manage the memory and CPU.  



• The good scheduling algorithms maximizing 

resources utilization while minimizing the total task 

execution time.  

• Improving fairness for all tasks.  

• Increasing the number of successfully completed 

tasks.  

• Scheduling tasks on a real-time system.  

• Achieving a high system throughput.  

• Improving load balance.  

  

5  Different Task Scheduling Approaches[10]  

5.1 First-come-first-serve scheduling Algorithm  

• In this algorithm, tasks that arrived first are served 

first. Jobs when enter the queue are inserted into the 

tail of the queue. One by one each process is taken 

from the head section of the queue. This algorithm 

is straightforward and quick Characteristics.  

• There is no prioritization at all and this makes every 

process to eventually complete before any other 

process is added.  

• This type of algorithm does not work well with 

delay sensitive traffic as waiting time and delay is 

relatively on the higher side.    

• As context switches only occurs when a process is 

terminated, therefore no process queue organization 

is needed and there is very little scheduling 

overhead.  

5.2 Shortest Job First scheduling Algorithm  

SJF Algorithm is a pre-emptive that selects the 

waiting process that has the least execution time. 

The process is then allocated to the processor that 

has the least burst time.   

Characteristics  

• One of the problems that SJF algorithm is that it has 

to get to know about the next processor request.  

• It reduces the average waiting time as it executes 

small processes before the execution of large ones.  

• When a system is busy with so many smaller 

processes, starvation will occur.  

5.3  Round Robin scheduling Algorithm  

In this type of algorithm, processes are executed just 

like in FIFO, but they are restricted to processor 

time known as timeslice. If the process is not 

completed before the expiration on processor time, 

then the processor takes the next process in the 

waiting state in the queue. The preempted or new 

process is then added to the rear of the ready list and 

then new processes are inserted in the tail of the 

queue.  

Characteristics  
• If we apply a shorter time-slice or quantum, then in 

that case there will be lower CPU efficiency.  

• If we apply a long time-slice or quantum, then it will 

result in poor response time.  As waiting time is 

high, there will be a very rare chance that deadlines 

met.  

5.4 Priority scheduling algorithm  

In this algorithm, priority is assigned to each 

process and processes are executed on the basis of 

priority. Priorities having same priority use FCFS.   

Characteristics   

• If there is a large number of equal priority processes, 

then it results in large waiting time.  

• Processes with higher priority results in least 

waiting time and lesser delay.  

• Low prioritized processes can see starvation.  

5.5 Min–Min algorithm: [12]  This algorithm 

chooses small tasks to be executed firstly, which in  

turn large task delays for long time.   

5.6 Max – Min algorithm: [12] This algorithm 

chooses large tasks to be executed firstly, which in  

turn small task delays for long time.   

5.7 Most fit task scheduling algorithm: [12]  

In this algorithm task which fit best in queue are 

executed first. This algorithm has high failure ratio.  

  

Consider the following set of processes, with the 

length of the CPUburst time in milliseconds is 

shown in Table 1.  
TABLE 1  

PROCESS WITH ITS ID AND BURST TIME  

 



Process 

ID   

Burst 

Time 

(ms)  
P1  10  
P2  2  
P3  8  
P4  6  

a. First Come First Serve  

 

 

b. Shortest Job First  

  

               
 
 

Figure 14: Gantt chart for SJF   
   

c. Round Robin  

Assign time quantum as 5 ms for each process  

                                     

  

 

Figure 15: Gantt chart for RR Priority is 

assigned for each process as follows:  
TABLE 2  

PROCESS WITH ITS ID, BURST TIME AND 

PRIORITY  

Process 

ID   

Burst 

Time 

(ms)  

Priority  

P1  10  3  

P2  2  1  

P3  8  4  

P4  6  2  

 

  

P2 P4 P1 P3 

0 2 8 18 26 
Figure 16: Gantt chart for PS 

  

TABLE 3  
WAITING TIME FOR INDIVIDUAL 

PROCESS AND AVERAGE WAITING TIME 

FOR EACH SCHEDULING WAITING TIME 

(ms)  

  

Proc

ess 

ID  

FC

FS  
S

J

F  

Rou

nd  
Rob

in  

Priori

ty 

Schedu

ling  

P1  
0  1

6  
12  8  

P2  10  0  5  0  

P3  12  8  17  18  

P4  20  2  20  2  

Avg  
Wait

ing  
Time  

10

.5  
6

.

5  

13.

5  
7  

  

  

TABLE 4  
TURNAROUND TIME FOR INDIVIDUAL 

PROCESS AND AVERAGE  

TURNAROUND TIME FOR EACH 

SCHEDULING TURNAROUND TIME  

  

  

Proces

s ID  

FC

FS  
S

J

F  

Rou

nd  
Rob

in  

Priori

ty 

Schedu

ling  

P1  
10  2

6  
22  18  

P2  12  2  7  2  

P3  
20  1

6  
25  26  

P4  26  8  26  8  

Avg  
Turnar

ound  
Time  

17  1
3  

20  13.5  

  

  

 

  

P2  P4  P1  P3  

0 2 8 16 26 

P1  P1  P1  P1  P1  P1  P1  

0 5 7 12 17 22 25 26 

P1   
P2   P3   P4   

Figure  13 :  Gantt chart for FCFS   0                    10         12                20                    26   
  



Figure 17: Comparison of Fundamental 

scheduling Algorithm-waiting Time  

  

 Figure 18: Comparison of Fundamental 

scheduling Algorithm-Turnaround Time                                                                                 

  

For example, turnaround time for the process is 

calculated as time of submission of a process to the 

time of completion of the process is obtained 

through Gantt chart for SJF scheduling.  
 Turnaround time for process P1, P2, P3 and P4 

is observed as 26, 2, 16 & 8 and average turnaround 

time is (26+2+16+8)/4=13 ms.  
  

The waiting time for the process is calculated as 

time taken by the process to wait in the ready queue 

is observed from Gantt chart for SJF scheduling. 

Waiting time for process P1, P2, P3 and P4 is 

obtained as  
16, 0, 8 & 2 respectively and average waiting time is 

(16+0+8+2)/4 =6.5 ms.  
Similarly the turnaround time and waiting time is 

calculated for all other algorithms and summarized 

in Table 3 and Table 4.  
From the above discussion it is clear that First 

Come First Serve (FCFS) & Shortest Job First (SJF) 

is generally suitable for batch operating systems and 

Round Robin (RR) & Priority Scheduling (PS) is 

suitable for time sharing systems.  
 SJF algorithm is optimum for all type of 

scheduling algorithm. Hence, it is an algorithm with 

an optimum criteria and suitable for all scenarios.It 

is clearly observed that turnaround time, waiting 

time and response time of the processes are 

optimum for SJF scheduling algorithm compared to 

all other fundamental algorithms from Figure 13, 

Figure14, Fig. 15, Fig. 16, (Figure13 to Figure 16 

are Gantt Chart) Figure 17 and Figure 18. It can also 

be observed that throughput and  
CPU utilization rate are optimum.From above 

analysis and discussion, we can say that the FCFS is 

simple to understand and suitable only for batch 

system where waiting time is large. SJF scheduling 

algorithm gives minimum average waiting time and  
average turnaround time. The priority scheduling 

algorithm is based  
on the priority in which the highest priority job can  

run first and the lowest priority job need to wait 

though it will create a problem of starvation The 

round robin scheduling algorithm is preemptive 

which is based on round robin policy one of the 

scheduling algorithm which follows the interactive 

system and the round robin scheduling algorithm is 

deal with the time sharing system.  
  

evaluate a scheduling algorithm to code it and has 

to put it in the op- 
erating system, only then a proper working 

capability of the algorithm can be measured in real 

time systems  
  

 

average turnaround time. The priority scheduling 

algorithm is based  
on the priority in which the highest priority job can  

run first and the lowest priority job need to wait 

though it will create a problem of starvation The 

round robin scheduling algorithm is preemptive 

which is based on round robin policy one of the 

scheduling algorithm which follows the interactive 

system and the round robin scheduling algorithm is 

deal with the time sharing system.  
  

evaluate a scheduling algorithm to code it and has 

to put it in the op- 
erating system, only then a proper working 

capability of the algorithm can be measured in real 

time systems  
  

  

 



  

 

Experiment Result[11] table  

  

 RESULTS AND DISCUSSION   

It is find out that SJF provides a better turnaround 

and waiting time than all other algorithms. 

Throughput and CPU utilization with SJF is also 

seems to be optimum. FCFS involves largest 

waiting and turnaround time as it has short 

processes wait for a longer intervals. With large 

waiting time even for smaller processes, it is not 

recommended where delay sensitive traffic is 

involved. In RR, each job gets an equal amount of 

time, but there are some cases where average 

waiting time can be a problem. Time Slice or 

Quantum has to be decided carefully, otherwise a 

larger time-slice or quantum can affect the 

processing. Priority Queuing can become problem 

if there are large sets of processes with similar 

priority as then it can work like FCFS too.  

CONCLUSIONS  

The SJF scheduling algorithm is to serve all types 

of job with optimum scheduling criteria. The 

treatment of shortest process in SJF scheduling 

tends to result in increased waiting time for long 

processes. And the long process will never get 

served, though it produces minimum average 

waiting time and average turnaround time.  
The shortest job first scheduling algorithm deals 

with different approach, in this algorithm the major 

benefit is it gives the minimum average waiting 

time.   
 It is recommended that any kind of simulation for 

any CPU scheduling algorithm has limited 

accuracy.   
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