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Abstract 

Nowadays analyze of human activity and human behavior can be useful for software design 

especially for patients. So, human activity recognition is important. The aim of this research 

was find the best algorithm for human activity recognition. We used Logistic Regression, 

SVM with RBF kernel; CNN, LSTM, Bi-Directional LSTM and CNN-LSTM algorithms for 

analyze the data. In the data analyze the accuracy and training time measured and compared. 

The most accuracy belonged to the CNN-LSTM and Bi-Directional LSTM and the least 

training time belonged to the SVM with RBF kernel. 

Keywords: Human activity recognition, Logistic Regression, SVM with RBF kernel, CNN, 

LSTM, Bi-Directional LSTM, CNN-LSTM 

 

1. Introduction 

Human activity recognition (HAR) is a 

classification task that makes use of time-

series data from devices such as 

accelerometers and gyroscopes, preprocess 

these signals, extract relevant and 

discriminative features from them, and 

finally, recognize activities by using a 

classifier. Especially those gathered from 

sensors, time-series data have a strong 1D 

structure in that they are very highly 

correlated to temporally nearby local 

readings [1, 2]. 

Human activity recognition (HAR) is 

based on the assumption that specific body 

movements translate into characteristic 

sensor signal patterns, which can be sensed 

and classified using machine learning 

techniques. In this article, we are 

interested in wearable (on-body) sensing, 

as this allows activity and context 

recognition regardless of the location of 

the user [3]. 

The recognition of human activities has 

been approached in two different ways, 

namely using external and wearable 

sensors. In the former, the devices are 

fixed in predetermined points of interest, 

so the inference of activities entirely 

depends on the voluntary interaction of the 

users with the sensors. In the latter, the 

devices are attached to the user [4]. 

Smart homes [5-9] are a typical example 

of external sensing. These systems can 

recognize fairly complex activities (e.g., 

eating, taking a shower, washing dishes, 

etc.), because they rely on data from a 

number of sensors placed in target objects 

which people are supposed to interact with 

(e.g., stove, faucet, washing machine, etc.). 

Nonetheless, nothing can be done if the 

user is out of the reach of the sensors or 

they perform activities that do not require 

interaction with them. Additionally, the 

installation and maintenance of the sensors 

usually entail high costs [4]. 
Cameras have also been employed as 

external sensors for HAR. In fact, the 

recognition of activities and gestures from 

video sequences has been the focus of 

extensive research [10-13]. This is 

especially suitable for security (e.g, 
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intrusion detection) and interactive 

applications. A remarkable example, and 

also commercially available, is the Kinect 

game console [14] developed by 

Microsoft. It allows the user to interact 

with the game utilizing gestures, without 

any controller device [4]. 

Recently, deep learning has emerged as a 

family of learning models that aim to 

model high-level abstractions in data [15, 

16]. In deep learning, a deep architecture 

with multiple layers is built up for 

automating feature design. Specifically, 

each layer in deep architecture performs a 

nonlinear transformation on the outputs of 

the previous layer, so that through the deep 

learning models the data are represented 

by a hierarchy of features from low-level 

to high-level [17]. 

We decided to compare several algorithms 

for HAR. So we selected Logistic 

Regression, SVM with RBF kernel, CNN, 

LSTM, Bi-Directional LSTM, and CNN-

LSTM. 

In this paper, in section 2, we explain 

about methods and algorithms that we 

used for this paper. In section 3, we report 

the results of methods and algorithms and 

compare them, and in section 4, we discuss 

results. 

2. Methods 

hyperparameter optimization 

hyperparameter optimization or tuning is 

the problem of choosing a set of optimal 

hyperparameters for a learning algorithm. 

A hyperparameter is a parameter whose 

value is used to control the learning 

process. hyperparameter optimization 

finds a tuple of hyperparameters that 

yields an optimal model which minimizes 

a predefined loss function on given 

independent data. The objective function 

takes a tuple of hyperparameters and 

returns the associated loss.in this work we 

use this approach in all algorithm find best 

model. 

2. 1. Logistic Regression 

Logistic regression is the appropriate 

regression analysis to conduct when the 

dependent variable is dichotomous.  Like 

all regression analyses, the logistic 

regression is a predictive analysis.  

Logistic regression is used to describe data 

and to explain the relationship between 

one dependent binary variable and one or 

more nominal, ordinal, interval, or ratio-

level independent variables [18]. Table (1) 

shows Logistic regression models that find 

in hyperparameter tuning. 

 
Table (1). Logistic regression models find by 

hyperparameter tuning approach. 

Model Name penalty C 

M0 L2 0.01 

M1 L1 0.01 

M2 L2 0.2 

M3 L1 0.2 

M4 L2 1 

M5 L1 1 

M6 L2 5 

M7 L1 5 

M8 L2 10 

M9 L1 10 

M10 L2 15 

M11 L1 15 

 

2. 2. SVM with RBF kernel 

RBF kernel function is a universal kernel 

function, and it can be applied to any of 

the distribution of the samples through the 

choice of parameters. It has been more and 

more used in the nonlinear mapping of the 

support vector machine. 

RBF kernel function expression is: 

 (     )     (  ‖     ‖)
 
, and the 

corresponding minimization problem of 

support vector machine (SVM) is: 
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So the minimum value of the type depends 

on the choice of parameters(C,γ ). So the 

best parameters which we choose like this 

can make the classifier performance of 

SVM is the best, that is, its great 

promotion is most, and it is the promoting 

error rate is lowest. 

The function of C is adjusting the 

confidence interval range of the learning 



machine in the specified data subspace, 

and the optimization of C is different in 

the different data subspace. The change of 

kernel parameters γ is actually changing 

the mapping function implicitly, and then 

changing the complexity level of the 

distribution of the sample data subspace 

distribution, which is the biggest VC 

dimension of linear classification face, it 

also decided the linear classification to 

minimum error. The research of Vapnike 

and others shows that the kernel parameter 

and the error punish factor are the key 

factor of influencing SVM performance 

[19]. Table (2) shows SVM models that 

find in hyperparameter tuning. 

 
Table (2).SVM models find by hyperparameter 

tuning approach. 

Model Name gamma C 

M0 0.0725 2 

M1 0.0725 8 

M2 0.0725 16 

M3 0.156 2 

M4 0.156 8 

M5 0.156 16 

M6 0.92 2 

M7 0.92 8 

M8 0.92 16 

 

2. 3. CNN 

CNN's aim to introduce a degree of 

locality in the patterns matched in the 

input data and to enable translational 

invariance for the precise location (i.e., 

time of occurrence) of each pattern within 

a frame of movement data. We explore the 

performance of convolutional networks 

and follow suggestions by [20] in 

architecture and regularization techniques. 

Each CNN contains at least one temporal 

convolution layer, one pooling layer, and 

at least one fully connected layer before a 

top-level softmax-group. The temporal 

convolution layer corresponds to a 

convolution of the input sequence with 

different kernels (feature maps) of width. 

Subsequent max-pooling is looking for the 

maximum within a region of width and 

corresponds to a subsampling, introducing 

translational invariance to the system [21].  
In this work, we use a CNN architecture 

with two convolutional layers and two 

dropout layer to avoiding overfitting. The 

first drop out layer has put between 

convolutional layers and second drop out 

layer has put before the dense layer. 

2. 4. LSTM 

LSTM network models are a type of 

recurrent neural network that is able to 

learn and remember over long sequences 

of input data. They are intended for use 

with data that is comprised of long 

sequences of data, up to 200 to 400-time 

steps. They may be a good fit for this 

problem. 

The model can support multiple parallel 

sequences of input data, such as each axis 

of the accelerometer and gyroscope data. 

The model learns to extract features from 

sequences of observations and how to map 

the internal features to different activity 

types. 

The benefit of using LSTMs for sequence 

classification is that they can learn from 

the raw time series data directly, and in 

turn do not require domain expertise to 

engineer input features manually. The 

model can learn an internal representation 

of the time series data and ideally achieve 

comparable performance to models fit on a 

version of the dataset with engineered 

features. 

2. 5. Bi-Directional LSTM 

Bidirectional LSTMs are an extension of 

traditional LSTMs that can improve model 

performance on sequence classification 

problems. 

In problems where all time steps of the 

input sequence are available, Bidirectional 

LSTMs train two instead of one LSTMs on 

the input sequence. The first on the input 

sequence as-is and the second on a 

reversed copy of the input sequence. This 

can provide additional context to the 

network and result in faster and even fuller 

learning on the problem [22]. 

 



2. 6. CNN-LSTM 

The CNN-LSTM architecture involves 

using Convolutional Neural Network 

(CNN) layers for feature extraction on 

input data combined with LSTMs to 

support sequence prediction. 

CNN-LSTMs were developed for visual 

time series prediction problems and the 

application of generating textual 

descriptions from sequences of images. 

The CNN LSTM model will read 

subsequences of the main sequence in as 

blocks, extract features from each block, 

then allow the LSTM to interpret the 

features extracted from each block. 

2.7. Dataset 

We used Human Activity Recognition 

Using Smartphones Data Set. In this 

dataset, the experiments have been carried 

out with a group of 30 volunteers within 

an age bracket of 19-48 years. Each person 

performed six activities (WALKING, 

WALKING_UPSTAIRS, 

WALKING_DOWNSTAIRS, SITTING, 

STANDING, LAYING) wearing a 

smartphone (Samsung Galaxy S II) on the 

waist. Using its embedded accelerometer 

and gyroscope, we captured 3-axial linear 

acceleration and 3-axial angular velocity at 

a constant rate of 50Hz. The experiments 

have been video-recorded to label the data 

manually. The obtained dataset has been 

randomly partitioned into two sets, where 

70% of the volunteers were selected for 

generating the training data and 30% the 

test data. Number of Instances was 10299 

[23]. 

 

 

 

3. Results 

For comparing all the algorithms, we 

decided to select accuracy and time of 

training. Because of this two feature, we 

can have a better selection. 

After using all six algorithms on the 

dataset, results were as that showed in 

figure (1) parts a to f. 

 
Figure (1): a) Accuracy of SVM with RBF kernel algorithm b) Accuracy of LSTM algorithm c) Accuracy of 

Logistic Regression algorithm d) Accuracy of CNN-LSTM algorithm e) Accuracy of CNN algorithm f) Accuracy 

of Bi-Directional LSTM algorithm. 

 

 

  



In the table (1) we showed results of accuracy of each algorithm. 

 
Table 1: accuracy of algorithms that used for Human activity recognition 

Algorithm LSTM CNN CNN-LSTM Bi-Directional 

LSTM 

SVM with 

RBF kernel 

Logistic Regression 

Accuracy 95 91 97 97 89 90 

 

In figure (2) and table (2), we showed results of the time of training for each algorithm. 

 
Table 2: Time of training of algorithms that used for Human activity recognition 

Algorithm LSTM CNN CNN-LSTM Bi-Directional 

LSTM 

SVM with 

RBF kernel 

Logistic Regression 

Accuracy 322 245 957 575 78 93 

 

 

 
Figure 2: training Time of algorithms for Human activity recognition 

 

4. Conclusion 

In this work we used Logistic Regression, 

SVM with RBF kernel, CNN, LSTM, Bi-

Directional LSTM and CNN-LSTM 

Methods and compared them with 

together. In accuracy feature CNN-LSTM 

algorithm and Bi-Directional LSTM 

algorithm had most result. In time of 

training SVM with RBF kernel algorithm 

had least time for training and CNN-

LSTM had most time for training. When 

we need more accuracy, we can use CNN-

LSTM algorithm or Bi-Directional LSTM 

algorithm, and when time is important to 

us, we can use SVM with RBF kernel 

algorithm.when important of accuracy and 

time is same for us,The best choice is  

LSTM. 
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