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DBHE Heat production from abandoned oilfield wells retrofitted into
Abandoned Oilfield Wells coaxial deep borehole heat exchangers (DBHES) have become
Heat Production a hot topic in the past decade, since the utilization of geothermal
Geothermal Energy energy drew increased attention due to the volatility of the energy
Numerical Analysis prices. Numerous studies investigate performance enhancement
Article history: possibilities of such systems, all agreeing that the circulation rate
Received 22.11.2023 is one of the strongest driving factors which influences total
Revised thermal output and sustainability. While these wells have several
Accepted stages of cemented casings in the wellbore, each having size

limitations on the production string, the annular and string cross-
sectional flow areas, thus velocities of the countercurrent fluid
streams could greatly influence the total heat output of the
selected arrangement. Moreover, with each setup, heat contact
surface between the formation and the parallel fluid columns
changes, furtherly influencing the performance. This paper
introduces a numerical model, where the authors have
investigated several well structures under various circulation
rates to determine optimal flow rate under continuous operation.

1. Introduction

Borehole heat exchangers, especially deep coaxial arrangements have increased in popularity
in the past decades due to the fact that they can be easily retrofitted into existing deep wells.
However, energy potential of those oilfield dry wells is limited to the geothermal heat available in the
surrounding rock mass, an investigation should be done on each well in Hungary, as geothermal
gradient and terrestrial heat flow is much above the world average, due to the favorable geological
conditions of the Carpathian basin [1].

While geological properties and the size of the cemented well casing cannot be changed, heat
flow quality between the circulated working fluid columns and the well casing, thus the expected heat
output can be fine-tuned via optimizing injection rate and the size of the production tubing [3].

This paper presents a parametric study, where the authors have built numerical models,
coupled with a Python automation interface in order investigate data gathered from various DBHE
arrangements with different flow rates.

2. Model description

A reference model has been built in FlexPDE, a finite element software [4]. A great advantage
of the selected software is its option to describe the whole system in a single script file, which was
then fed into the solver to generate the requested output files.

*  Contact author: Matyas Krisztian Baracza
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Model geometry was defined in cylindrical coordinates, which resulted in greatly reduced
simulation times with the same accuracy. Dimensions and each thermodynamic property of the
environment have been carefully selected. These variables are summarized in the table below:

Table 1.: DBHE mesh sub-geometry dimensions with their thermodynamic properties

SUB GEOMETRY R [m] Z [m] k [W/mK] Cp [J/kgK] Density [kg/m3]
Lithology 40 2050 1.79 960 2100
Cement 0.10-0.15 2000 1.70 1350 2000
Casing 0.06-0.11 2000 54 490 7850
Tubing 0.03-0.08 2000 54 490 7850
Fluid (inner/outer) VAR 2000 0.6 4200 1000

Proportions of the annular and string cross-sections were also added as an input variable to
calculate countercurrent fluid flow velocities at model mesh initialization:

Table 2.: Cross-sectional areas and their proportion for each casing/tubing combination

ANNULAR & TOOLSTRING CROSS-SECTION [cm2] CROSS-SECTIONAL PROPORTION [-]
IR(tubing) [m] IR(tubing) [m]
003 | 004 | 005 | 0,06 | 0,07 | 0,08 0,03 (| 0,04 | 0,05 | 0,06 | 0,07 | 0,08
— 1 0,06 | 28,27 | N.A. | N.A. [ N.A. [ N.AA. | NAA. || —] 0,06 | 1,000 | N.A. | N.A. [ N.AA. [ N.A. | N.A.
-§- 0,07 | 62,83 34,56 | N.A. | N.A. | N.A. | N.A. -g- 0,07 | 2,222 | 0,688 | N.A. | N.A. | N.A. [ N.A.
E 0,08 |103,67| 75,40 | 40,84 | N.A. | N.A. | N.A. E" 0,08 | 3,667 | 1,500 | 0,520 | N.A. | N.A. [ N.A.
'§ 0,09 |150,79|122,52| 87,96 | 47,12 | N.A. | N.A. .§ 0,09 | 5,333 | 2,438 | 1,120| 0,417 | N.A. | N.A.
g 0,10 |204,20(175,92(141,37|105,28| 53,41 | N.A. g 0,10 | 7,222 | 3,500 | 1,800 | 0,889 | 0,347 | N.A.
0,11 |263,89|235,61(201,06|160,22|113,09| 59,69 0,11 | 9,333 | 4,688 | 2,560 | 1,417 | 0,735 | 0,297
STRING 28,27 | 50,26 | 78,54 1113,09]153,93|201,06
AREA

Surface temperature was set to 12°C, with a linearly increasing vertical geothermal gradient of
0.042 °C/m. The resulting temperature gradient was added to the model boundary as a constant
thermal recovery to the model. An additional 50 m buffer region was added to the bottom of the
DBHE. Each model was run with a constant temperature injection on constant flow rate.

Velocity vectors, being proportional with the cross-sectional flow area of each flow profile, were
calculated from the flow rate:

A1(—v,) + Ayv; =0 (1)

where —v, is the annular and v; is the string fluid velocity. For coaxial arrangements, having a
static flow rate and uniform cross-section through the pipe gives countercurrent velocities from the

following formulae:

__Q 2 m

v = L IR, [ @
_ IR}yg

Yo =~V IRZ,g—ORZ,, (3)

where IR, is the casing inner radius, OR,,,, and IR, are tubing radii. For cylindrical models
with reverse circulation, a good practice is to calculate the temperature average of the annular
bottom cells and force that value to be the inlet temperature of the inner fluid column, which should
be recorded for each timestep as bottom fluid temperature.
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Model energy equation was derived from the following general heat equation:

e (k50) + 55 (k5) + 5 (k5) +a = oo @

As the model do not have any internal heat source, g was neglected. While, flowing fluid raises
unstable temperature conditions (where g # 0) a convective coefficient was added to the right side
of the formula:

e (k50) + a5 (k5) + 55 (K50) = oG 5+ rCorVi Q

Eq. (5) is valid under cartesian coordinates. For cylindrical models, eg. (6) was used:

10 T a (, dT aT aT
ror (ke 80) + 5, (K52) = pCo 55 + oy gt (6)

For even better simulation times, we introduced a vertical scaling factor Z,.,;. in the equation,
which was also added into the geometry builder:

aT
19 [ kry, a aT aT aT
__<_6> +—(k£Zscale) =PCp§+PfCPsz£ (7)

T 0r \ Zscale 0z

However, selection of the scaling factor should be handled with increased care because it may
significantly increase model error [6]. Simulations were carried out with scaling factor of 1/200.

3. Results: Heat performance

According to Table 2, a total of 21 well profiles were generated according to the given casing
and tubing radii. The smallest tubing diameter (0.06 m, similar to the inside diameter of the 2-7/8”
production tubing) is expected to produce the highest flowline temperature for each fixed casing size.
However, the main driving factor, apart from the injection temperature is the circulation rate, therefore
we ran all simulation series with 5, 7.5, 10, 12.5 and 15 m3h constant flow rate, for 7 day (604 800s).
This resulted the output data of 125 simulations, wherefrom we extracted bottom-hole fluid
temperatures and wellhead (flowline) temperatures in labeled output text files for each simulation
timestep. These files were then fed into a Python script which sorted them into an xIsx worksheet for
analysis.

Heat performance of each arrangement was calculated with performance of unit flow area,
assuming constant working fluid specific heat capacity, uniform fluid density and static null-point
temperature [2]:

Q =m=xCpy xdT 8)
FLOWLINE TEMPERATURE [°C] HEAT PERFORMANCE [kW]

P IR(tubing) [m] IR(tubing) [m]

% 0,03 0,04 005 0,06 007 0,08 003 004 005 006 007 0,08
v . 0,06 27,25 N.A. N.A. N.A. N.A. NA _ 0,06 8895 N.A. NA. NA NA NA
é é 0,07 29,16 27,02 N.A. N.A. N.A. N.A. é 0,07 100,12 87,63 N.A. N.A. N.A. N.A.
E téo 0,08 30,78 28,81 26,89 N.A. N.A. N.A. téo 0,08 109,56 98,04 86,87 N.A. N.A. N.A.
= @ 0,09/ 32,14 30,32 28,51 26,82 N.A. N.A. § 0,09 117,51 106,89 96,33 86,44 N.A. N.A.
g EOE 0,10/ 33,28 31,66 29,91 28,23 26,76 N.A. EOE 0,10 124,15 114,67 104,45 94,67 86,10 N.A.

0,11/34,43 32,64 31,15 29,46 28,15 26,73 0,11 130,83 120,40 111,73 101,83 94,20 8595

Figure 1.: Calculated flowline temperature and heat performance for Q=5 m3h (timestep: 7d)
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When null-point temperature being equal with the injection temperature, the highest wellhead
temperature was achieved with the 0.03/0.11 arrangement on the lowest, 5 m®h flow rate, while heat
performance peaked on the highest flow rate with the same dimensions. However, peak performance
with increased T.u for each model is expected with lower circulation rates for each timestep.

Expected heat performance at Tsim = 604 800 s
[Well profile: 0.03/0.11]
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0
4 6 8 10 12 14 16
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Figure 2.: Performance calculated from flowline temperature for each simulation. Maximum
values, marked with red diamonds indicate that peak performance drops with reduced dT (valid for
a specific timestep, under constant temperature injection).

4. Results: Temperature profiles and thermal drawdown

We ran additional simulations to investigate temperature profiles of the working fluid. Profiles
0.03/0.11 and 0.03/0.06 were selected on 5 m3/h and simulation time was set to 1 year
(31 536 000s). Additional surfaces were determined in every 100 m along the annular and the string
region, where cell temperatures were averaged.

FLUID TEMPERATURE PROFILE
[Q=5m3/h, Well profile: 0.03/0.11]

FLUID TEMPERATURE PROFILE
[Q=5m3/h, Well profile: 0.03/0.06]

Str. |Ann.||Str. [Ann.||Str. |Ann.|[Str. [Ann.||Str. |Ann.|[Str. [Ann.||Str. |Ann.|[Str. [Ann. Str. |Ann.[|Str. |Ann.[[Str. |Ann.[[Str. |Ann.|[Str. |Ann.|[Str. [Ann.|[Str. [Ann.||Str. [Ann.

| 0 [381 36,7, 34,9 33,9 32,9 31,7, 31,0 30,2 | 0 |288 28,2 27,5 27,0 26,6 26,0 25,6 25,2

| 100 | 43,0 41,2 39,2 37,9 36,7 35,4 34,5 33,6 | 100 | 32,4 31,7 30,8 30,2 29,7 29,0 28,5 28,0
| 200 | 45,7/19,3 43,8 188 416 183 402(179 389 176 37,5 173 365171 355 169 | 200 [357 193 349 190 338 187 331 185 325 182 31,7 180 31,1 178 306 17,7
| 300 [ 48,3/ 22,5 462 21,8 43,9 21,0 42,4/206 41,0 20,1 394 196 383/193 373 190 | 300 | 389 22,8 380 224 368 21,9 360 21,6 353 21,3 344 209 337 206 331 204
| 400 [ 50,7/ 25,8 48,6 249 460 239 44,5232 429 227 41,3 22,0 40,1/21,6 390 21,2 | 400 | 42,0 263 41,0 258 39,7 251 388 24,7 380 24,3 37,0 238 363 235 356 231
| 500 [ 53,1 29,1 50,8 280 48,2 267 46,5260 449 252 431 245 41,9 239 407 234 | 500 | 451 29,8 44,0 292 42,6 284 416 27,9 407 27,4 396 268 388 263 381 259
| 600 [ 55,4 32,4 530 31,1 50,2 29,6 48,5 287 468 27,9 44,9 269 43,6 263 42,4 257 | 600 | 482 33,4 47,0 32,6 454 31,7 444 31,0 434 304 42,2 297 41,3 292 40,5 287
700 | 57,7 357 552 343 522 326 50,4 31,5 486 30,5 46,7 29,4 453 287 44,0 28,0 | 700 [51,1 369 49,8 360 481 349 47,0 342 459 335 447 32,6 437 321 42,9 315
| 800 (59,8 39,1 57,2 37,4 54,2 355 52,2 343 504 332 483 320 469 31,1 456 304 | 800 | 54,0 40,3 52,6 39,4 50,8 381 496 37,3 484 365 47,1 356 461 34,9 452 343
E [ 900|619 424 592 405 560 385 540 37,1 521 359 50,0 345 485 336 47,1 32,7 E| 900|567 43,8 553 42,7 53,3 41,3 52,1 40,4 509 39,5 49,4 385 483 37,7 47,4 37,0
£ [1000{638 456 610 437 57,8 414 557 400 537 386 515 371 500 360 485 351 £ [1000(59,4 47,1 57,8 46,0 558 444 54,5 43,5 532 425 51,6 413 50,5 40,5 495 397
(1100|656 489 62,8 468 59,5 443 57,3 428 553 41,3 530 396 514 385 499 374 &(1100|619 50,5 60,3 49,2 581 47,5 56,7 465 554 454 53,7 44,1 52,6 432 515 42,4
11200 (67,4 52,1 64,5 499 61,0 472 588 455 56,7 439 544 422 52,7 409 51,2 39,8 1200 | 64,3 53,7 62,6 52,4 60,3 50,6 589 49,4 57,4 483 557 46,9 54,5 459 53,4 45,0
11300/ 68,9 553 660 52,9 625 50,1 60,2 483 581 466 557 44,7 54,0 433 52,4 42,1 [1300[ 66,5 569 64,7 554 623 535 609 52,3 594 51,1 57,6 49,6 563 485 551 47,5
11400 | 70,4 58,4 67,4 559 63,8 52,9 615 510 59,3 49,2 56,8 47,2 551 457 53,5 44,4 1400 | 68,5 60,0 66,7 58,4 64,2 56,4 62,7 551 61,2 53,8 59,3 52,2 580 51,1 56,8 50,0
| 1500 | 71,7 61,5 68,7 589 650 557 62,7 53,7 60,4 51,8 57,9 49,6 56,2 481 54,5 46,7 1500 | 70,4 63,0 685 61,4 659 59,2 64,4 57,8 62,8 56,4 60,9 54,7 59,5 53,5 583 52,4
1600 72,9 64,5 698 61,8 661 585 63,7 564 614 543 589 52,0 57,1 50,4 554 49,0 [1600]| 72,0 659 70,1 642 67,5 61,9 659 60,4 64,2 589 62,3 572 60,9 559 59,6 54,7
117001 73,9 67,5 70,8 64,6 67,1 61,2 64,7 589 62,3 56,8 59,7 54,4 57,9 52,7 56,2 51,2 [1700] 73,5 687 | 71,5 669 | 688 644 67,2 629 655 61,3 635 59,5 62,1 581 60,7 569
| 1800 74,7 70,3 71,6 67,4 67,9 638 654 61,5 63,1 59,3 60,4 56,7 586 550 56,9 53,3 [1800| 74,6 71,4 | 72,6 69,4 69,9 669 682 653 665 63,6 645 61,7 630 603 617 59,0
11900 75,4 73,2 | 72,3 70,1 685 66,4 660 640 637 61,6 610 59,0 59,2 57,2 57,4 555 (1900|755 739 735 718 707 692 69,0 67,5 67,3 658 652 637 638 623 624 60,9
2000 [ 75,9 76,0 72,8 72,9 69,0 69,1 66,5 66,6 64,2 642 615 61,5 59,6 59,6 57,9 57,9 2000 | 76,1 76,2 74,1 741 712 71,3 69,6 69,6 67,8 67,9 658 658 64,3 64,3 629 62,9
t=1d_|[ t=2d |[ t=5d ][ t=10d |[ t=20d |[ t=s0d ][ t=100d ][ t=200d | t=1d_|[ t=2d |[ t=5d |[ t=10d |[ t=20d |[ t=50d ][ t=100d |[ t=200d |

Figure 3.: Fluid temperature profiles in the annular and string region for different timesteps.

At zero-time, temperature of both fluid columns was equal to the temperature of the rock
mass in each region, followed by a sudden drop of wellhead temperature after fluid bottoms-up. A
great difference was observed in bottom hole temperatures between the two arrangements near
simulation end-time. On the one hand, fluid velocity proportion is 9.33 between the two models,
meaning slower particles and increased contact surface thus better heat drainage from the formation
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at 0.03/0.11 well. On the other hand, it means that temperature of the bottom region is expected to
be lower, with further zone of influence. While there is no insulation in the production string, heat flux
between the two fluid columns has an influence on the temperature distribution and heat output, but
it is considerably less with the tubing strings having the same diameter [5].

Zone of influence, or thermal drawdown has a great impact on sustainability while continuous
circulation is performed [7]. Along with fluid profiles, we had run an additional simulation and
recorded the temperature of additional 12 additional profiles in the formation cells from 0.2 to 40 m
(252 points) on well profile 0.03/0.11, then evaluation and visualization of the text output files was
done with a Python script.
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Figure 4.: Initial heat distribution in the model area [left] and heat distribution with indicating the
zone of influence [right] after 185 d simulation time of the 0.03/0.11 (5 m3/h) model.

Sensitivity of the temperature difference was set to 0.1°C to the zero-time reference thermal
profile. As the red vertical line indicates, the zone of influence boundary at 10 m was reached after
185 days of simulation time, while the next monitored profile at 15 m was not reached until simulation
end time with the selected flow rate. As linear interpolation, especially in closer regions of the
wellbore should be avoided, development of interpolation algorithm is in progress, which will provide
an exact determination of ZOI boundary at any time step.

5. Conclusion

We had successfully built a DBHE reference model in FlexPDE environment and had run
multiple simulations with a set of casing/tubing diameters and several circulation rates. While with
each circulation rate, best performance was achieved with the highest velocity difference between
the string and annular flow, performance peak with reduced utilization (increased null-point
temperature) was found at lower circulation rates for several simulations.

Temperature profile analysis of the countercurrent fluids on the extreme minimum/maximum
performance models was done, where significant difference of bottom hole and wellhead
temperatures were observed, which was influenced by fluid velocity, annular contact surface and the
evolving thermal drawdown around the wellbore.

Zone of influence estimation and visualization from formation temperature data was done with
Python, where we tested the script on 0.03/0.11 well profile, having the highest performance and the
lowest bottom-hole temperature among the introduced well profiles. Zone of influence boundary for
the selected simulation was between 10 and 15 m at the end of the 1-year simulation period.

For each model, even in optimized vertical scaling factor is a time-consuming task to run,
analysis of additional simulation data is needed: this involves models with cyclic circulation, insulated
well structures, or sustainability comparison of fixed performance (variable circulation rate) models.
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