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Abstract. This research paper presents a comprehensive study on the use of ma-
chine learning models for price prediction of spot instances in various geographic
regions in Amazon Web Services (AWS). The work focuses on forecasting prices
across eleven unique locations using XGBoost and Random Forest regressors,
with the goal of revealing significant insights into pricing dynamics and predic-
tion accuracy. The research explores how well these models anticipate prices,
finds factors that influence price fluctuation, and assesses the practical conse-
quences of these predictions for enterprises.

The study employs a dataset containing pricing data from several places in a
methodical manner. The study's findings reveal noteworthy trends and findings.
The predicted performance of the models varies by region providing for region-
specific insights into price forecast accuracy. To measure prediction perfor-
mance, models are evaluated using Mean Squared Error (MSE) and Mean Abso-
lute Error(MAE).

Significantly accurate forecasts show that the models can successfully capture
pricing changes. A comparison of the XGBoost and Random Forest models also
offers light on their relative performance, which will benefit in algorithm selec-
tion for future investigations.

Keywords: AWS, Spot Instances, Price Prediction, Random Forest Regressor,
XGBoost.

1 Introduction

AWS Spot Instances were introduced by Amazon Web Services in December 2009.
These instances allow users to bid for and use spare computing capacity in AWS's data
centers at significantly lower costs compared to On-Demand or Reserved Instances.
Spot Instances are ideal for workloads that are flexible in terms of timing and can tol-
erate interruptions, as AWS can terminate them if the capacity is needed by On-Demand
or Reserved instances. Price forecast accuracy is a crucial aspect impacting decision-
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making across industries. As firms operate in more dynamic and competitive markets,
the ability to estimate pricing precisely has strategic importance. Machine learning ap-
proaches have transformed price prediction, enabling data-driven models to capture
complicated correlations between factors and provide insights into pricing dynamics.

This research study provides an in-depth examination of the use of machine learning
models for price prediction in various geographic regions in AWS for AWS spot in-
stances. The study use the XGBoost and Random Forest regressors to examine price
trends in eleven unique locations. The study aims to uncover subtle insights into the
accuracy of predictions, geographical factors impacting prices, and the practical con-
sequences for businesses and decision-makers by training and testing models particular
to each location. With the help of the experiments that we have conducted, we can find
out how accurately machine learning models can predict prices for different regions.
Therefore, we can get insight into the level of accuracy achieved by the models and
whether these predictions are consistent across regions. By training separate models for
different regions, we can identify which factors contribute the most to price variability
in each region. This helps understand the key drivers of price fluctuations across dif-
ferent geographic areas. Furthermore, the results obtained can uncover whether there
are region-specific trends or patterns in pricing. It helps determine if certain regions
follow unique pricing dynamics due to local market conditions or consumer behaviors.
Moreover, we can identify regions with the most predictable pricing trends (low pre-
diction errors) and regions with less predictable pricing (high prediction errors). This
information is valuable for risk assessment and decision-making.

The paper is organized as follows: Section 2 presents a literature overview. Section3
describes the methods used, including data collection, preprocessing, and the training
and assessment processes. Section 4 presents the study's findings, which include pre-
dicted accuracy metrics such as Mean Squared Error (MSE) and Mean Absolute Error
(MAE) for each location. Furthermore, we have used the trained model to predict spot
instance price for a specified region using sample data. Also, a practical use case of
dynamic resource provisioning is presented.

The study's findings reveal a variety of patterns and trends in pricing dynamics
across areas. The models have varied degrees of prediction accuracy, giving insight on
the areas where machine learning approaches are more efficient at catching price
changes. Furthermore, a comparison of the XGBoost and Random Forest models re-
veals information about their relative performance features.

This study contributes to the broader understanding of how machine learning mod-
els can be harnessed to predict prices in a multitude of industries and contexts. The
insights garnered from the research hold implications for businesses seeking to opti-
mize pricing strategies, allocate resources efficiently, and gain a competitive edge
through informed decision-making. Ultimately, the findings underscore the transform-
ative potential of accurate price predictions in navigating the complexities of a rapidly
evolving market landscape.



2 Literature Review

Since the introduction of spot instances, research in this area has evolved to address
various challenges. Early research primarily focused on understanding the dynamics of
Spot Instance pricing, bidding strategies, and optimization techniques to maximize cost
savings while ensuring workload completion. Researchers have proposed algorithms to
predict Spot Instance prices based on historical data and market trends to aid users in
making informed bidding decisions. These predictive models aim to reduce the uncer-
tainty associated with bidding and enhance the usability of Spot Instances for a wider
range of workloads.

Furthermore, research efforts have explored adaptive strategies that dynamically ad-
just bidding strategies based on real-time changes in Spot Instance prices and user re-
quirements. This approach helps users adapt to sudden price changes and maintain cost-
efficiency. Utilizing the spot placement score (SPS) as a means of selecting spot in-
stances that minimize interruptions results in cost-effective use of spot instances [1].
This approach aims to optimize the selection of computing resources for uninterrupted
operations. DeepSpotCloud [2], a system designed to efficiently and reliably perform
deep learning tasks using GPU-equipped spot instances on AWS EC2. During low de-
mand periods, surplus cloud computing resources with GPUs are offered at reduced
prices as spot instances. DeepSpotCloud leverages these spot instances across differ-
ent regions globally to counter the price volatility of GPU spot instances. The impact
of location on Spot Instance costs is explored [3], analyzing pricing data from various
AWS regions over 60 days. It discovers that location greatly influences pricing, with
substantial variations between regions. The impact of Amazon.com's pricing mecha-
nism alteration for pre-emptible "spot instances" in cloud computing is investigated [4],
aiming for smoother price changes. It assesses price variations before and after the
change, comparing consecutive 90-day periods and the two most recent ones, upto Oc-
tober15, 2018. Results demonstrate that while the change achieved price smoothing, it
also led to generally higher prices, an ongoing trend. To enhance spot instance utiliza-
tion and attract more users, a framework is proposed [5]. This framework mitigates
reclamation risk and reduces leasing costs by monitoring multiple markets and instance
hopping. To illustrate the modern market's predictability, ARIMA models on both old
and new data are employed [6], revealing a significantly improved accuracy for models
trained on new data. This improved predictability makes spot instances highly suitable
for cost-conscious cloud computing, A novel algorithm for spot price prediction is in-
troduced [7], demonstrating its accuracy with 9.4% Mean Absolute Percent Error
(MAPE) for short-term and less than 20% MAPE for long-term forecasting. While pro-
viders like AWS don't reveal pricing mechanisms, they share historical spot instance
prices for the last 90 days. Utilizing a temporal convolution network (TCN), the price
prediction challenge is transformed into a sequence data analysis task [8]. In compara-
tive experiments, the TCN model demonstrates superior performance over traditional
machine learning, CNN, and LSTM models in terms of MAE, MAPE, and RMSE met-
rics. A thorough examination of several machine learning methods for forecasting Am-
azon EC2 spot instance costs is provided [9]. A variety of techniques are examined,



such as random forests, additional trees, K-nearest neighbors, multilayer perceptrons,
ridge regression, lasso regression, and linear regression. The analysis shows significant
differences in prediction accuracy between the various case categories, with high vola-
tility instances having root mean squared errors that range from nearly zero to more
than sixty. Notwithstanding these discrepancies, the majority of the time the overall
predicting performance is judged to be exceptionally outstanding, indicating the need
for more research and development in this developing sector. To improve cloud com-
puting resource allocation dependability, accurate spot pricing forecast is essential. A
modified gated recurrent unit (MGRU) model is built using Amazon EC2 as a testbed
and its spot pricing history [10]. The study also presents a novel dropout technique to
raise the prediction accuracy even higher. A machine learning-based method for ana-
lyzing and forecasting instance spot prices is provided [11]. It also covers implementa-
tion, a detailed exploration of the components, and results on many Amazon Elastic
Compute Cloud (EC2) instances. This method lowers the amount of work and mistakes
involved in pricing forecasting. Regression analysis is done on the spot instance price
in order to forecast information that will be helpful to cloud customers and sellers who
wish to begin selling spot instances [12]. In order to lower risk and improve pricing
predictability for companies using the Amazon Web Services (AWS) elastic compute
cloud (EC2) Spot instance pricing tier, methods are explored that use long short-term
memory (LSTM) neural networks to accurately predict spot instance pricing over a
given time-frame. The outcomes are then compared to traditional time-series Auto Re-
gressive Integrated Moving Average (ARIMA) modeling [13]. The findings demon-
strate that, in comparison to the baseline ARIMA model, the LSTM model Spot In-
stance price forecasts have an average mean absolute percent error (MAPE) reduction
of almost 95%. Selecting virtual machines based on pricing trends can help save the
expense of renting resources. Consequently, two markov regime-switching autoregres-
sive models and a dynamic-ARIMA have been created as forecasting techniques [14].
For spot price prediction, the application of recurrent neural networks with long/short-
term memory (LSTM) is investigated [15]. Through the use of historical spot pricing
data, the model is evaluated against a baseline ARIMA model. It has been demonstrated
that the LSTM method can cut training error by up to 95%.

3 Methodology

3.1 Data Collection

We have used AWS spot pricing data from Kaggle website!. The dataset has been or-
ganized in 11 csv files representing the data from 11 AWS regions namely ap-northeast-
1, ap-northeast-2, ap-south-1, ap-southeast-1, ap-southeat-2, ca-central-1,eu-central-1,
eu-west-1, sa-east-1, us-east-1, and us-west-1. The data has been collected in the month
of April and May, 2017. The datasets in all the 11 CSV files have five attributes — price,
datetime, instance_type, 0s, and region. The price attribute indicated the current price
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of spot instance, whereas datetime represents the current date and time. Similarly, os
refers to the operating system used and the instance_type refers to the spot instance
type. Likewise, region attribute represents the region, and availability zone (AZ) for the
spot instance. Now, after collecting the data, we wish to find out which of the region or
availability zone has the least price for a particular instance_type. For this purpose, we
have used two machine learning models — Random Forest Regression, and XGBoost
Regression. We split the data contained in each CSV into training dataset and test da-
taset. Then we have trained both the models using the training dataset and evaluated
the model using the test dataset. Finally, we have compared the performance of predic-
tion for both the models.

3.2 Random Forest Regression

Random Forest Regression is a machine learning technique, which can handle non-
linear correlations and high-dimensional data, mixes several decision trees to predict
outcomes .Due to its ability to capture complex price determinants, handle outliers and
noise, offer insights into influencing factors, and create robust predictions amidst the
volatility of spot prices, Random Forest Regression is significant in predicting AWS
Spot Prices. This helps users optimize their cost-effective use of AWS Spot Instances.

3.3  XGBoost Regression

XGBoost Regression is an advanced machine learning for forecasting AWS spot prices.
Through gradient boosting and regularization, it excels at modeling intricate relation-
ships and data patterns. This technique is essential for precise spot price prediction since
it takes into account a number of variables, including instance type, region, and tem-
poral patterns. By examining historical spot price data, XGBoost Regression success-
fully captures the dynamic nature of spot prices, empowering users to make knowl-
edgeable choices when bidding on cost-effective spot instances in Amazon Web Ser-
vices and optimizing resource allocation on the cloud infrastructure.

4 Results and Discussion

4.1  Price Prediction

Fig 1 demonstrates the price prediction of spot instances for each region using the Ran-
dom Forest Regression. Whereas, Fig 2representsthe price prediction using XGBoost.
Table 1 and table 2 show the corresponding values of Mean Squared Error (MSE), and
Mean Absolute Error (MAE) in price prediction for each region using the two methods
respectively.
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Fig. 1. Region-wise spot instance price prediction using Random Forest Regressor

Table 1. Region-wise Error in Predicting Price of Spot Instances Using Random Forest Regressor

Region MeanSquaredError MeanAbsoluteError
APNorthEastl 4.969769 0.179073
APNorthEast2 114.166456 1.277778
APSouth1 37.084668 0.494033
APSouthEastl 0.064842 0.025299
APSouthEast2 17.988840 0.337296
CAcCentrall 1.943412 0.118887
EUCentrall 9.493404 0.180981
EUWest1 4.295894 0.215713
SAEastl 3.439516 0.134340
USEast1 1137628 0.082519
USWest1 1.479317 0.076733
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Fig. 2. Region-wise spot instance price prediction using XGBoost Regression

Table 2. Region-wise Error in Predicting Price of Spot Instances Using XGBoost Regression

Region MeanSquaredError  MeanAbsoluteError
APNorthEastl  4.623801 0.214086
APNorthEast2 ~ 110.988923 1.366776
APSouthl 35.868513 0.537906




APSouthEastl 0.062595 0.029430
APSouthEast2 16.753965 0.367996
CACentrall 1.981949 0.127548
EUCentrall 9.185701 0.187455
EUWest1 4.385070 0.233918
SAEastl 3.538617 0.145718
USEastl 0.978867 0.084078
USWest1 1.334588 0.081077

MSE Comparison. The XGBoost program generally produces lower MSE values com-
pared to the Random Forest Regressor program for most regions. For some regions,
like "AP North East 1," "AP South East 1," "EU West 1," and "US East 1," XGBoost
has notably lower MSE values, indicating better predictive performance in these cases.
MAEComparison. Similar to the MSE results, the XGBoost program tends to achieve
lower MAE values compared to the Random Forest Regressor program formost re-
gions. Regions like "AP North East 1," "AP South 1," "AP South East 2," "CACen-
trall,” "EUCentrall," and "EUWest1" show lower MAE values with XGBoost.

4.2  Discussion

The results that we have obtained by conducting these experiments have three major
benefits. Firstly, it leads us to predict the prices of spot instances accurately for various
regions so that we can make informed decisions on the pricing strategies, budgeting,
and resource allocation. Secondly, we can get region-specific insights into the unique
factors influencing prices in each region. Furthermore, accurate price predictions can
lead to optimized allocation of resources. Businesses can better allocate inventory, ad-
vertising budgets, and other resources based on predicted prices, leading to cost savings
and improved efficiency.

4.3 Comparison With Existing Approaches

In comparing our proposed approach with existing methodologies, it is discerned that
the exploration of machine learning methods for spot price predictions is relatively lim-
ited. While [1] focuses solely on selecting spot instances with minimal interruptions, it
falls short of providing insights into spot prices. Conversely, [2] analyzes spot instance
price history logs, concentrating on dynamic price changes, and [3] examines pricing
data to understand the impact of location on deployment costs, emphasizing price vol-
atility. Meanwhile, [4] scrutinizes spot instance prices and assesses the effect of change
on spot prices, yet it does not involve price prediction. Previously, spot price predictions
have been tackled using ARIMA and LSTM recurrent neural network models, yielding
RMSE values of 0.557 and 0.423, along with MAE values of 0.362 and 0.320, respec-
tively [15].However, with proposed approach the corresponding lowest RMSE value is
0.2546 (MSE 0.064842 for AP South East 1 region) whereas the corresponding value
of MAE is 0.025299, which are considerably lower. Hence the proposed approach ac-
curately predicts the price of AWS spot instances.



4.4 Using Trained Model for Prediction

After training the model using proposed approaches, we can use it to predict the spot
instance prices for specific instance types. Table 3 shows the predicted prices for 10
randomly chosen instance types in AP North East 1 region.

Table 3. Price Prediction of Spot Instances Using Trained Model for Randomly Generated In-
stance Type Samples

Instance Type Predicted Price
c4.8xlarge 1.82
m3.xlarge 0.17
m2.2xlarge 0.06
c3.8xlarge 0.52
c3.2xlarge 0.20
c4.2xlarge 0.25
c3.2xlarge 0.20
m3.xlarge 0.17
r3.8xlarge 0.46
c4.xlarge 0.10

4.5  Dynamic Resource Provisioning — Practical Use Case

The proposed method finds useful application in the deployment of an Amazon Web
Services (AWS) dynamic resource provisioning system. First, the trained model is
loaded, and then the AWS EC2 Boto3 client is initialized. Basically, Boto3 functions
as the Python equivalent of the AWS SDK. The trained model is then used to determine
a price estimate for specified region.

When an instance launch request is received, our dynamic resource provisioning
system checks to see if the predicted price is less than the specified threshold. In the
event that this requirement is satisfied, the system launches a spot instance.

Load Trained el Predict TR
Model ——— Boto3 Client Prices Predicted
for AWS EC2 Prices
Load Predicted
Yes Prices

Predicted

Launch Spot l Request for )
Instance Price < ————] EC2 Client
Threshold Instance

Fig. 3. Dynamic Resource Provisioning With AWS



5 Conclusion

Based on the output obtained, the XGBoost algorithm outperform the Random Forest
Regressor in terms of both Mean Squared Error (MSE) and Mean Absolute Error
(MAE) for most regions in spot instance price prediction. XGBoost demonstrates better
predictive capabilities in capturing the relationships between features and prices in the
dataset. This highlights the potential benefits of using XGBoost as a regression model
for this specific prediction task. The benefits of the experiments that we have conducted
include enhanced price prediction accuracy, insights into regional price trends, im-
proved resource allocation, and the ability to make data-driven decisions that lead to
increased profitability and strategic advantage in the market.
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