ﬁ EasyChair Preprint

Ne 3695

Realtime Face-Detection and Emotion

Recognition Using MTCNN

Muhammad Azhar Shah

EasyChair preprints are intended for rapid
dissemination of research results and are
integrated with the rest of EasyChair.

June 29, 2020



Realtime Face-Detection and Emotion
Recognition Using MTCNN

M.Azhar
Ripha International University
Lahore

Abstract— In this paper, the problem of facial expression is
addressed, which contains two different stages: 1. Face detection,
2. Emotion Recognition. For the first stage, an MTCNN (Multi-
Task Convolutional Neural Network) has been employed to
accurately detect the boundaries of the face, with minimum
residual margins. The second stage, leverages a ShuffleNet
V2 architecture which can tradeoff between the accuracy and
the speed of model running, based on the users’ conditions.
The experimental results clearly Shows that our proposed
model outperforms the state-of-the-art on FER 2013 dataset
which has been provided by Kaggle.
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I.  INTRODUCTION

Considering the recent advancements in the area of Artificial
Intelligence and image processing and understanding technologies,
media producers and broadcasters are gaining so much interest in
evaluating their customers with respect to the contents or their
reactions against programs. This will help them improve their
programs and provide the contents as per their customers’ will.
This task, however, needs some knowledge of cognitive evaluation
of people. One way to tackle such a difficult problem, is to evaluate
their facial expressions against what they encounter, from media
contents up to interviews, and so on. For example, in a live TV
program, the TV show host can adaptively change the questions
based upon the emotional reaction of the guest, or he can change
the questions so that he is sure the guest will not react
aggressively or uncertainly to the impending questions.

What we mean by facial expression, is to extract the
emotional status of a person, as a reaction to some events
through image processing tasks. Fortunately, for most
people in the world, the indications being demonstrated as a
result of emotional reactions to the events, are identical
irrespective of their culture and geography. That is why
Ekman et al. [1] classified the emotional faces around the
world through six

different statuses, including frightened, happiness, sadness,
aggression, disgust and amazed. All these emotional states
are differentiable from the neutral status. They could also
figure out, that a person may carry a combination of these
emotions in the face, at the same time.

Surveillance strategies are apt to be capable of recognizing
feelings, including facial expressions. In this newsletter, we integrate
face detection and emotion recognition tasks to create a unified
system that can carry out facial popularity and emotion popularity
duties in real time. To do that, we use M, MTCN (Multi Task Cascaded
Convolutional Neural Network) to take benefit of the capability of this
community [2,3] for joint detection and alignment of faces. , And
integrate it with a Shuffle NetV2 structure [4,5] to make the most the
capability for inherent tradeoff between output accuracy and speed.
The reason of this mixture is to produce facial expressions in a
sensible fashion..

The outline of this paper appears, as the following. Next
section, brings the theoretical explanation over the MTCNN
and ShuffleNet architectures, as well as the intuition behind
the chosen architectures to tackle the problem. In section lIl,
the experimental setup and scenario clarifies different
practical aspects of the work and detailed information about
how to implement the system. The paper, then is terminated
with a conclusion and the references being cited through the
course of the aforementioned subjects.

Il. NEURAL NETWORK ARCHITECTURES

A. MTCNN Network Architecture and Applications

The cascade Haar-like face detector (aka Viola-Jones) [6],
while being prevalent for a decade in face detection tasks, may
degrade significantly in applications with larger visual variations of
faces which happens in real-world applications. Inspired by the
success achieved by using deep convolutional neural networks
(CNNs) in computer vision tasks, several studies were motivated to
use this architecture for face detection. In this regard, Zhang et al.
[2] proposed a new



architecture, in which face detection and face alignment
tasks are both addressed, in a unified structure. They also
concerned about the online implementation of this
architecture. thus, The produced three -stages network
structure was proposed which perform in a coarse-to-fine
fashion, as: (1) The first shallow CNN architecture aims at
producing the candidate windows for the face locations in
an input image, (2) the second CNN, refines the windows by
rejecting a large number of non-faces windows, and (3) a
more powerful CNN to refine the results again and output
five facial landmarks positions [2]. These three CNNs are
named as P -Net (Proposal Network), R-Net (Refinement
Network), and O-Net (Output Network), respectively.

B. ShuffleNet Architecture and Applications

Usual CNN architectures contain several convolutional layers
and hundreds of channels to achieve a reasonable result. ShuffleNet
is an extremely efficient CNN architecture in computational sense
[5]. It allows more feature map channels, therefore it helps to
encode more information, which is critical to the performance of
very small networks. This architecture involves two new operations,
namely pointwise group convolution and channel shuffle. The group
convolution aims at distributing the convolutions over different
GPUs for the sake of parallel separable convolution operations, as it
was used in other architectures such as ResNeXt [7,8,11], and
DeepRoots [10], and Xception [9]. These modern CNN architectures
introduce group convolutions into the building blocks to make a
tradeoff between representation capability and computational cost.
In these designs, the 1x1 convolutions (aka pointwise convolutions)
burden considerable complexity. The pointwise group convolution
reduces the computation complexity of the 1x1 convolutions. In tiny
networks, expensive pointwise convolutions
number of channels to meet the complexity constraint, which might
significantly damage the accuracy [15]. A solution to this problem
would be to apply the channel sparse connections, for example
group convolutions even for 1x1 layers.

result in limited
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Figure 1. ShuffleNet units: (a) bottleneck unit with
depth wise convolution, (b) ShuffleNet unit with
pointwise group convolution and channel shuffle.

(5]

As in Fig 1(a), it depicts a bottleneck unit, which is a
residual block with a branch. For the 3x3 layer, a 3x3 depth-
wise convolution has been applied on the bottleneck feature
map. Then, as in Fig 1(b), the first 1x1 layer has been
replaced with pointwise group convolution followed by a
channel shuffle operation to form a ShuffleNet unit. The
second pointwise group convolution is used to match the
channel dimensions with the shortcut path. The
computational cost of ShuffleNet is much less than ResNeXt
or Xception. In other words, given the same computational
budget, ShuffleNet can use wider feature maps, hence
provides a better accuracy by manipulating more information
out of the input data [5].
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Figure 2. 1x1 grouped convolution with channel shuffling [5]

I1l. EXPERIMENTAL SETUP AND RESULTS

The idataset ibeing iused iin ithis iwork iis iIFER2013 i[12],
which ihas ibeen itaken ifrom iKaggle. iThe iinput iimages iareiin
igrayscale iwith i48x48 iPixels iresolution. iFrom ithis idataset,
i28,709 iimages iare iused ifor itraining ithe inetworks, iand i3,589
iimages ifor itesting ithe iresults. iThese iimages ibelong ito ione
iof ithe iseven iemotional iclasses iof {“angry”, i“disgust”,
i“fear”, i“happy”, “sad”, i“surprise”, “neutral”’}. iAbout i20% iof
ithe itotal iimages iare iconsidered ifor ithe ivalidation iphase. iA
isampleifromithisidatasetiis ipresentediiniFigi3,ibelow.

The hardware used for the experiments, was a laptop
with CPU 4700MQ, Core i7- 2.4GHz, with 8 GB RAM.
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Figure 3. Sample images from the FER2013 dataset



Due to the asymmetric distribution of data for
different classes of emotions, we performed five
different augmentation types on each sample of data,
to create a normalized version of data, as in Fig 4.
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Figure 4. (left-up) Distribution of the samples per class; (right-
up). Normalized data samples using augmentations. (Bottom).
Various augmentation types containing: Main sample, Rotated,
Noisy, Grid, Blurred, Flipped, respectively from left-to-right.
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Figure 5. The achieved accuracy of our proposed model
(miniShuffleNet V2), using 50 epochs. The final accuracy we
could achieve for the test data was 71.19%, to our knowledge is
the best achieved, so far. The model parameters could be stored
in 4.6Mbytes, which could be easily exploited in a realtime
fashion.
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Figure 6. Red-bars depict the real output labels; Blue-bars, are
the predicted labels. The predictions are very close to the real
values.

Normalized confusion matrix

fingry .gﬂom 0.06 0.08 0.14 0.01 0.08

ORNWRULON®

Disqust -007 -o.oz 0.02 0.02 0.00 0.02

Fear -0.070.01 ﬁgom 023003 008

Happy -0.03 0.00 0.03 0,09 0.01 0.06

Sad -0.09 0.01 0.09 0.06 i!lom 011

True label

-0.04 0.00 0.12 0.08 0.03 M 0.04

Surprise
Neutral -010 0.00 0.07 0.09 0.23 0.00 h“-‘

000000000

'
L]

g
v

Angry -
gust -
Fear -

i

&8

Predicted Iabel

Figure 7. The normalized confusion matrix. The output
clearly states that our model can recognize the emotions
effectively, specifically for the disgust case the result was
remarkable compared to the state-of-the-art.
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The accuracy of our model during training and test,
are depicted in Fig 5. The achieved result was 71.19%,
which is the best achieved so far, to our knowledge. Fig
6, further emphasizes on our model prediction capability.
In Fig 7, the normalized confusion matrix clearly shows

that our model outperforms the state-of-the-art,
specifically for disgust emotion, which could be
expected, in advance, due to the augmentation of data

and normalizing the distribution of samples over different
emotional states.



Figure 8. Upper three rows depict the correct recognition
samples, and their distributions over different classes.
The bottom row, depicts the misclassification case.

Figure 9. (left) MTCNN face boundary versus (right) Haar-cascade
boundary detection. Boundary detections could directly impact on
the recognition phase, as it is shown in the next figure, on our
examples.

Fig 8, depicts some correctly classified examples, along
with their distribution predicted over classes. The bottom
row of Fig 8, is the misclassified case. Fig 9, and 10,
together explain that how much the recognition stage is
dependent on the correct boundaries, being detected. A
misclassification instance has been happened for Mr.
Rouhani, due to a wrong boundary detection of Haar-
cascade algorithm. However, this problem has not happened
when using our MTCNN-based model. The complete model
and settings is included in Fig 11.

Figure 10. The result of facial expression shown for three
presidents. Due to the wrong boundary detections in the upper
figure, Mr. Rouhani has been wrongly classified to be neutral.
However, as depicted in the bottom figure, our MTCNN-ShuffleNet
model correctly classifies all facial expressions, including Mr.
Rouhani.

CONCLUSION

In this paper, a unified architecture is proposed which
integrates two different CNN (Convolutional Neural Network)
based modules. This combined model tries to benefit from
the advantages of each single module individually. An
MTCNN, is used for correctly cropping the face boundary, a
ShuffleNet V2 is exploited to recognize the emotions using
the optimum depth which could be used in realtime. This
combination has been proved to be efficient in real-world
evaluation.
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input: (None, 48, 48, 1)
input_1: InputLayer
output: | (None, 48, 48, 1)
4
input: (None, 48, 48, 1)
convl: Conv2D
output: | (None, 24, 24, 24)

|

Separable CNN

Shuffle Block | x3

(None, 6, 6, 232)
(None, 6, 6, 1024)

input:

1x1conv_final: Conv2D

output:

globalmaxpooling: GlobalMaxPooling2D

input: | (None, 6, 6, 1024)

output: (None, 1024)

input: | (None, 1024)
dense_1: Dense
output: | (None, 128)
input: None, 128
dense_2: Dense P ( )
output: (None, 7)

Figure 11. The complete model for the facial expression task [14]
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