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Abstract

Model checking is a powerful and widespread technique for the verification of finite dis-
tributed systems. It takes as input a formal model of a system and a formal specification
(formula) of a property to be checked, and states whether the system satisfies the property
or not. Since it is based on state space traversal algorithms, the model checking approach
suffers from the well known state space explosion problem. Indeed the space (and conse-
quently the time) requirements increase exponentially with the size of the models. One
way to deal with this problem is symbolic model checking. It aims at checking the prop-
erty on a compact representation of the system by using Binary Decision Diagram (BDD)
techniques. Another way is to parallelize the construction/traversal of the state space on
multiple processors. In this paper, we combine the two mentioned approaches by propos-
ing an efficient multi-threaded algorithm for the construction of the so called Symbolic
Observation Graph (SOG). It is a hybrid structure where the transitions of the system are
divided into observed and unobserved ones. The nodes of this graph are then defined as sets
of states linked with unobserved transitions (and encoded symbolically with a BDD) and
edges are labeled with observed transitions only (and represented explicitly). The basic
idea is that each thread owns one part of the SOG construction. We measured the runtime
of the parallel SOG construction algorithm on several models, and the obtained results are
very competitive. The preliminary evaluations we have done on standard examples show
that our method outperforms the sequential method which makes it attractive.

1 Introduction
Model checking [6, 7] is a powerful and widespread technique for the verification of concurrent

systems. Given a (usually finite-state) formal description of the system to be analysed and a
number of properties, often expressed as formulas of temporal logic, that are expected to be
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satisfied by the system, the model checker either confirms that the properties hold or reports
that they are violated. In the latter case, it provides a counterexample: a witness run that
shows that the property is violated. Such a run gives a valuable feedback and points to design
erTors.

At the core of model checking are algorithms that implement state space traversals. The
reachable state space is traversed to find error states that violate safety properties, or to find
cyclic paths on which no progress is made as counterexamples for liveness properties. The main
drawback of the model checking approach is the well-known problem of combinatory state space
explosion. Indeed, state space size increases exponentially with the number of components of
the concurrent system. During the last three decades, numerous techniques have been proposed
to cope with the state space explosion problem in order to get a manageable state space and to
improve scalability of model checking. Partial order approaches (e.g., [14, 30]) exploit the fact
that interleaving concurrent actions are equivalent, and only a representative interleaving needs
to be explored, leading to a significant reduction of the constructed state space. Modularity is
also used by limiting the exploration of state space to the parts that concern the property to
check [21, 26, 29]. Symbolic techniques [4, 13, 15], on the other hand, represent the state space
in a compressed manner. Indeed, transition relation and reachable states are manipulated as
boolean functions. These functions can be represented compactly by decision diagrams such
as BDD (Binary Decision Diagrams) [1, 3], or by their extension such as MDDs (Multi Valued
Decision Diagrams). Another way to reduce the state space explosion problem is to parallelize
the construction and/or the traversal of the state space. Parallel approaches can be classified
into two main categories: multi-core approaches [17, 11] where parallelization is performed
on several cores on the same machine, and cloud approaches [18, 19] where model checking
is distributed on multiple machines in the cloud. In [12], a parallel construction of a state
space for Model checking is performed by partionning it into several nodes and then merging
it to achieve verification. The partitioning is performed by adopting a static scheme in order
to avoid the potential communication overhead occurring in dynamic load balancing schemes
through the use of an adequate hash function. In [25], a coordinator process is introduced
being responsible for distribution of states and termination detection. Several techniques for
reductions are also used alongside parallelization such as partial order methods or by using
symbolic representation of state spaces such as BDD [31]. The latter approach is based on the
parallelization of the BDD operations [33, 9] while the construction of the whole graph is kept
sequential. In [32], efficient parallelization algorithms of BDDs operations as well as MDDs
operations are proposed.

In this work, we propose a multi-threaded algorithm for constructing the SOG [15]. The
SOG is a reduced deterministic graph where nodes represent markings linked by unobservable
transitions in the formula, whereas its edges represent the firing of observable transitions that
appear in the LTL/X formula. Nodes of the SOG are represented by BDDs allowing to obtain
a reduced graph representation of the state space. Such an obtained graph represents an
abstraction of the system on which the verification of a LTL/X property is equivalent to the
verification on the original reachability graph. It has been established (see e.g.,[15, 22, 10] ) that
the SOG-based approach can outperform purely symbolic techniques in model checking of LTL
properties. In this work, we adopt a dynamic load balancing scheme in order to balance the
load on threads sharing the SOG construction task. Further, MDDs are used instead of BDD
to reduce more the size of the symbolic observation. Indeed, since MDD are a generalization
of BDDs to the integer domain, a node in a MDD may represent several nodes in a BDD. In
general, graphs based on MDDs are more reduced than those based on BDDs [27].

This paper is organized as follows. In Section 2 , we introduce preliminary definitions as
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well as some useful notations. In Section 3, we formally define the symbolic observation graph.
In Section 4 we present our proposed multi-threaded algorithm for the construction of the
symbolic observation graph. In Section 5, we illustrate the technical aspects. In Section 6, we
evaluate our method on a benchmark of well-known parameterized problems. Finally, Section
7 summarizes the main conclusions and perspectives of this work.

2 Background

The technique presented in this paper applies to different kinds of models, that can map to
labeled transition systems, e.g. Petri nets. For the sake of simplicity and generality, we chose
to present it for labeled transition systems (LTS for short), since the formalism is rather simple
and well adapted to event-based logic which is adopted in this work.

2.1 Labeled transition system

A labeled transition system (LTS for short) consists of a set of states and a set of transitions
between those states. These transitions are labelled by actions, one state is designated as the
initial state and a (possibly empty) subset of states represents the final states. An example of
LTS is given in Figurel where sg is the initial state and s¢ and s; are the final states.

Definition 1 (labeled transition system ).
A labeled transition system is a 5-tuple (', Act,—, I, F') where:

o [ is a finite set of states;

Act is a finite set of actions;
e »CTI x Act x T is a transition relation;
e [ CT isa set of initial states;

o [P CT isa set of final states.

Figure 1: Example of an LTS

The LTS can be be represented either, explicitly (each state/arc is individually represented
in memory), or symbolically (sets of states can share some data in memory) using BDD/MDD.
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A mixed approach (hybrid) exists where states are encoded symbolically while edges are repre-
sented explicitly. The SOG is an example of the latter representation.

2.2 Binary decision diagram

Binary decision diagram (BDD) [3] is a directed acyclic graph expressing the Shannon decom-
position of a Boolean function. BDDs can be used efficiently to store sets of states in symbolic
model checking.

Definition 2 (Binary decision diagram).
An (ordered) BDD is a directed acyclic graph with the following properties:

1. There is a single Toot node and two terminal nodes 0 and 1.

2. FEach non-terminal node p has a variable label x; and two outgoing edges,labeled 0 and 1;
we write lvl(p) =i and p[v] = q, where v € {0,1}

3. For each edge from node p to non-terminal node ¢, lvl(p) < ll(q).

4. There are no duplicate nodes, i.e., Vp¥q(lvl(p) = lwl(q) Ap[0] = ¢[0]Ap[l] = ¢[1]) = p=gq.

2.3 Multi-valued decision diagram and List decision diagram

Multi-valued decision diagrams[32] (MDDs, also called multi-way decision diagrams) are a gen-
eralization of BDDs to the integer domain.

Definition 3 (Multi-valued decision diagram).
An (ordered) MDD is a directed acyclic graph with the following properties:

1. There is a single root node and terminal nodes 0 and 1.

2. FEach non-terminal node p has a variable label x; and n; outgoing edges, labeled from 0 to
n; — 1; we write ll(p) =i and p[v] = q, where 0 < v < ni .

3. For each edge from node p to non-terminal node ¢, lvl(p) < ll(q).
4. There are no duplicate nodes, i.e., VpVq(lvl(p) = lvl(q) A Vv, p[v] = q[v]) = p=gq.

List decision diagrams (LDDs) can be understood as a linked-list representation of quasi-
reduced MDDs. LDDs were described in [2].

Definition 4 (List decision diagram).
A List decision diagram (LDD) is a directed acyclic graph with the following properties:

1. There is a single root node and two terminal nodes 0 and 1.

2. Each non-terminal node p is labeled with a value v, denoted by val(p) = v, and has two
outgoing edges labeled = and g that point to nodes denoted by plx; = v] and plz; > v].

3. For all non-terminal nodes p, plx; = v] # 0 and p[z; > v] # 1.
4. For all non-terminal nodes p, val(p[xz; > v]) > 1.

5. There are no duplicate nodes.
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3 Event-Based Symbolic Observation Graph

The SOG [22, 24, 15] is an abstraction of the reachability graph of concurrent systems. The
construction of the SOG is guided by the set of actions occurring in the formula to be checked.
Nodes of the SOG are called aggregates and may be represented and managed efficiently using
decision diagram techniques (BDDs). Despite the exponential theoretical complexity of the
size of a SOG (a single state can belong to several aggregates), the SOG has a very moderate
size in practice. This is due to the small number of actions in a typical formula on one hand,
and to the efficiency of the BDDs’ structure for representing and manipulating sets of states,
on the other hand. In general, the moderate size of a SOG makes the time complexity of its
verification negligible compared to its building time.

In this section, we first define formally what an aggregate is, before providing a formal
definition of a SOG associated with an LTS and a set of observed actions. An aggregate is
defined as below.

Definition 5 (aggregate).
Let T = (T, Act,—, I, F') be a labeled transition system with Act = ObsUUnObs. An aggregate
is a tuple (S, f) defined as follows:

1. S is a nonempty subset of T satisfying: s € S = Sat(s) C S;
(Sat(s) = {s' €T | s Sunobs 5'})
2. f € {true, false}; f=true iff SN F # 0,

In the following, we provide two definitions of the SOG. The first defines deterministic
SOGs which are easier to understand. The second, which we will actually use later, is a useful
non-deterministic generalization.

Definition 6 (Deterministic Symbolic Observation Graph).
The deterministic symbolic observation graph dSOG(T) associated with an LTS
T = (T,0bs UUnObs, —, I, F) is a five-tuple (A, Act’,—',I', F’") as follows:

1. A is a finite set of aggregates with:

(a) There is an aggregate ag € A s.t. ag.S = Sat(l);
(b) For each a € A and for each o € Obs, if Is € a.S,s' ¢ a.S: s > s’ then Sat({s' &
a.S|3s € a.S,s > s'}) equals a'.S for some aggregate a’ and (a,o0,a’) €—';
2. Act’ = Obs;
3. ='C T’ x Act’ x T is the transition relation, obtained by applying 1b;
4. I' ={ap};
5. FF={ael’|a.SNF #0}.

The deterministic SOG can be constructed by starting with the initial aggregate ag and
iteratively adding new aggregates as long as the condition of 1b holds true.

The following more general symbolic observation graph additionally supplies a certain flexi-
bility in the construction of aggregates. Now an aggregate can have two outgoing arcs, leading
two different successors, labeled by the same observed action. Consequently, the set of 1b is
replaced by disjoint subsets. Clearly, this construction is not unique. One can take advantage
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of such a flexibility to obtain smaller aggregates. Even if the obtained SOG would have more
aggregates, it would consume less time and memory. This definition generalises the one given in
[23]. The construction algorithm given in [15] is an implementation where the obtained graph
is deterministic.

Definition 7 (Symbolic Observation Graph).
The symbolic observation graph SOG(T) associated with an LTS
T = {([,0bs UUnObs,—, I, F) is a five-tuple (A, Act’,—',I', F’) such that:

1. A is a finite set of aggregates s.t.:

(a) There is an aggregate ag € A s.t. ag.S = Sat(I);

(b) For each a € A and for each o € Obs the set {s' ¢ a.S | Is € a.S,s = §'} is not
empty if and only if it is a pairwise disjoint union of nonempty sets Si...Sy and
fori=1...k, there is an aggregate a; € A s.t. a;.S = Sat(S;) and (a,0,a;) €=';

2. Act' = Obs;

3. ='C TV x Act’ x I is the transition relation, obtained by applying 1b;
4. I' ={ap} (s.t. ag.S = Sat(l));

5. F'={a€el’|a.SNF #0}.

ap

Ao as

@ab@

Figure 2: A SOG with Obs={a,b}

()
&
®

Figure 2 illustrates the SOG associated with the LTS of Figure 1. The set of observed actions
contains two elements {a, b}, unlabeled edges are supposed to be labeled by non observed action.
The presented SOG consists of 4 aggregates {ag, a1, az,a3} and 4 edges. Aggregate as has two
final states s¢ and s7. Notice that states of the LTS are partitioned into aggregates which is
not necessarily the case in general (i.e. a single state may belong to two different aggregates).
Moreover, one can merge a; and as within a single aggregate, or split az into two different
aggregates, and still respect Definition 7.
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4 A parallel construction of the symbolic observation
graph

4.1 Aims and Hypothesis

Our aim is to build the symbolic observation graph with a multi-threated approach. In this
approach, we propose to create threads, such that each one builds a part of the SOG.

The basic idea is that each thread takes charge of the construction of some aggregates.
The allocation of an aggregate with a thread is made according to its load (the number of
aggregates to be processed). The number of threads is set at the beginning by the user and
the same algorithm is executed by all threads. For this purpose, we propose to use a shared
memory, mainly used to store the graph and identify the termination. The advantages of shared
memory for all parallel threads is that there is no communication overhead. The disadvantage of
this method is that concurrent threads can lead to unexpected behavior. To avoid concurrent
writes on sensitive data mutual exclusions (mutexes) around critical sections must be used
[8]. As perspective, we plan to perform model checking of LTL properties under the same
distributed configuration. Also, we want to apply the approach of distributed verification to
CTL properties.

4.2 A Multi-Threaded Algorithm

The general idea of the multi-threaded algorithm is as follows. The algorithm 1 builds the
symbolic observation graph in a multi-threaded setting of a given LTS where its observable and
unobservable transitions are specified. The same algorithm is executed by all threads. Each
thread is identified by its identifier ¢dthread. The table Load indexed by threads allows to store
the current loads of threads. In order to distribute the work among the processes, the SOG is
partitioned into several parts, using a function that computes the loads. The load of a thread
is defined by the number of aggregates to be processed by the thread.

The table Termination, indexed by threads, is used to detect when the construction of
the SOG has been terminated. Indeed, when a thread id has no aggregate to deal with,
Termination[id] takes the value true, else it takes false. Further, we associate with each
thread id a stack Waiting;q containing the aggregates to be processed. In the beginning,
the initial thread, computes the initial aggregate (lines 3-8) from the initial marking by firing
unobservable transitions and inserts it into the SOG. This aggregate is also inserted into the
stack of the initial thread in order to build its successors. Thus, the load of the initial thread
is incremented by one as its stack contains one element to be processed.

Then, every thread operates as a loop until the whole SOG is built, i.e. when all threads
have no aggregate to deal with. In each iteration, a thread pops an aggregate from its stack and
decrements its loading. It builds the successors of the popped aggregate by firing observable
enabled transitions. If any successor does not exist in the SOG, it is inserted in the SOG
and pushed into the stack associated with the thread having minimum load. Else, only edges
connecting the popped aggregate and the existing aggregate labelled with the fired observable
transition, are inserted into the SOG. It is worth noting that shared variables are locked with
mutexes in order to prevent concurrent threads to update the same shared variables in the same
moment.

We now prove the correctness of the parallel algorithm 1, assuming the sequential algorithm
is correct [20].
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Data: LTS(T", Obs UUnObs, —, I, F)
Result: SOG(I”,Obs,—',I', F')

1 Load: Table[l,..,M] integer;

2 Termination: Table[1,..,M] of boolean;

3 if idthread==1 then

4 My=MetaState(l); Waiting;dthreada = {Mo};

5 Load[idthread]<—1; Termination[idthread]«+false;
6 else

7 Waitingidthread =0

8 Load[idthread]«0; Termination[idthread]|«true;
9 while Detect Termination==false do

10 while Waitingidthread 7& (b do

11 Termination[idthread]<+false; Load[idthread]+Load[idthread]-1;
12 Choose M € Waiting;qihread;

13 foreach a € Obs do

14 if enabled(M.S,a) then

15 S’ succ(M.S,a); M’=MetaState(S’);

16 if 3 M” t¢ M’=M” then

17 | arc(M,a,M);

18 else

19 '« T U{M'}; arc(M,a,M’);

20 mutex lock[j]

21 j=minCharge(); Waiting; < Waiting; U {M'};
22 Load[j]«Load[j]+1;

23 mutex unlock|j]

Algorithm 1: A Multi-Threaded algorithm for constructing symbolic observation graph

Proposition 1. Let G be a Symbolic Observation Graph associated with a labeled transition
system T and generated by our parallel algorithm 1. G respects definition 7.

First, let S be the generated state space by our parallel algorithm 1. The building of state
space is partitioned among the processes such that S = Js;,7 € {0, .., N}. For each i, s; follows
directly the same arguments as in the case of sequential algorithm. On the other hand, to avoid
concurrent access on sensitive data, we used mutual exclusions (mutexes) mechanisms. Also,
the parallel algorithm terminates only when the parallel computation is finished and there are
no more states to be explored, i.e. every stack associated with each thread is empty.

5 Technical aspects and Implementation

The SOG has been implemented using the BDD package BuDDy'!. According to the documen-
tation of this library, the BDDs share the common subgraphs to have more reductions. So even
for the creation of the BDD associated with an aggregate, it is necessary to prevent the other
threads from manipulating the BDDs.

Thttp://sourceforge.net /projects/buddy
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It is worth noting that using sequential BDDs or MDDs implementation in distributed
algorithms is not evident, since proposed packages use always a shared hash table to store all
generated BDDs in order to provide a maximum reduction. Such a table is not thread safe, i.e.
it does not allow several threads or processes to use it simultaneousely.

There have been different initiatives to implement parallel BDDs on multicore machines.
More recently, there are some works that have tried to propose parallel BDD or thread safe
implementations. In [16], a parallel implementation of the BuDDy package is proposed but it
is limited to only some operations in order to demonstrate the applicability and efficiency of
Cilk++ in this domain. Also, in a thesis on JINC [28] a multi-threaded extension is described
for BDDs by using several hash tables to store BDDs. Further, it does not parallelize the basic
BDD operations. Sylvan? [32] is a parallel (multi-core) MTBDD library. Sylvan implements
parallelized operations on BDDs, MTBDDs and LDDs by using a lockless one hash table.
Their results are promising. Compared to BuDDy, Sylvan have better performance when using
multiple workers and lower performance when using one worker [31]. Since, the results in [32]
show that the majority of models especially large models, are performed up to several orders of
magnitude faster using LDDs, we used and adapted the LDD extension of Sylvan to implement
our algorithm. Indeed, we have mainly used the lockless hash table with sequential basic BDD
operations. Such a table is thread safe and consequently well adapted to our approach.

6 Experimental results

In the current section, we present and evaluate the results of our experiments. We executed
the multi-threaded algorithm 1 on various models, in order to measure the performance of the
parallel construction of the SOG. All the tested examples are parameterized and the size of the
reachable states space is exponential with respect to the parameter value.

The technique presented in this paper applies to various kinds of process models. But, in
our implementation, we take as input Petri net models.

The measurements presented in Table 1 concern two families of Petri nets. The Petri nets
of a given family are obtained by instantiating a parameter (e.g. the number of philosophers).
All these examples are taken from [5].

Model Size Buddy Sylvan Th3 Th6 Th9 Thl2 Sp

(1) (2) 3) (4) (5) (6) (1) (8
ring3 504 0,14 0,21 0,14 0,08 0,05 0,06 3,5
ring4 5136 1.04 4.76 1.88 0.91 0.78 0.79 6
ringh 53856  146.37 103.57  43.03 16.91  13.40 13.87 8
ring6 575296 1140 1981.8 757.68  339.5 255.17 256.55 7.7
philo5 1364 0,1 0,17 0,1 0,05 0,07 0,11 1.6
philo6 5778 0.32 1.00 0.43 0.22 0.20 0.25 4
philo8 103682 6,89 27,75 12,08 5,22 3,93 4,71 5.9

philol0 1.86 x 105 125,01 743.93 373,15 128,34 103,05 115,06 6,5

Table 1: Experimental results

Table 1 summarizes the results for different representative models. For each net, we give
its number of reachable markings (column numbered (1)), These experiments are based on a

2https://github.com/utwente-fmt /sylvan
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sequential BDD package (BuDDy) and a parallel package (Sylvan). First, we have measured
the time in seconds consumed by the construction of SOG in a sequential way using BuDDy
(2) and Sylvan(3). Then, we measured the runtime of our multi-threaded algorithm (algorithm
1) by progressively increasing the number of threads. Furthermore, we are interested in the
speedup of the building of the SOG(8). The speedup is a measure for the performance gain of
parallelizing an algorithm and it is calculated relative to 1 thread.

10

—— ring3
—o— ring4
—o—ring5
g | ring6

©

7

Speedup
[
T

0 | | |

Threads

Figure 3: Speedups of construction of SOG (ring3,4,5 and 6)

1,900 —a— philol0
1,800 —e— ringd
—— ring6b

—
= s
j=3
S

T T T T AT T T T T T T T T T 7

Threads

Figure 4: runtime of construction of SOG (philo10,ring5,ring6)

Figure 3 illustrates the speedups obtained in this experiment. It can be seen that the
achieved speedups are largely dependent on the size of graph. This explains why the speedup
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obtained for the ring6 is better than for the ring3. Since, the speedup figures are closer to ideal
for larger input sizes, as well as for higher number of threads.

Figure 4 shows the runtime obtained on three examples (philol0, ring5 and ring6). As it
can be observed, the runtime decreases with increasing the number of threads.

7 Conclusion

In this paper, we presented an efficient multi-threaded approach of the building of the symbolic
observation graph. Our approach uses multi-threading with shared memory to speed-up the
computation. We have shown that the performance of the new parallel algorithm of construction
of SOG scales reasonably well with increasing numbers of threads. The efficiency of our approach
has been tested on various examples. Experimental results seem promising due to the obtained
reduction in runtime. Experiments presented in this paper are only preliminary We plan to
perform more extensive tests to get additional experimental results and to be able to give a more
comrehensive view of the performance of our approach and of its scalabiliy. We are currently
conducting more experiments and we aim to the verification of generic properties like deadlock
freeness, liveness or specific properties that are expressed by linear-time temporal logics. Also,
we plan to implement the non-deterministic version of the SOG and to measure the difference.
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